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Abstract

Formulation is central to clinical practice. For-
mulation has a factor weighing, pattern recog-
nition and explanatory hypothesis modelling
focus. Formulation attempts to make sense of
why a person presents in a certain state at a cer-
tain time and context, and how that state may be
best managed to enhance mental health, safety
and optimal change. Inherent to the clinical
need for formulation is an appreciation of the
complexities, uncertainty and limits of apply-
ing theoretical concepts and symptom, diagnos-
tic and risk categories to human experience; or
attaching meaning or weight to any particular
factor in an individual’s history or mental state
without considering the broader biopsychoso-
cial and cultural context. With specific refer-
ence to suicide prevention, this paper considers
the need and potential for the computational lin-
guistics community to be both cognisant of and
ethically contribute to the clinical formulation
process.

1 Introduction

Modelling is central to mental healthcare. Deficits
in modelling, or failure to understand and manage
those deficits, can lead to deficits in care.

Risk prediction, the diagnostic process, and key
phenomena identification and monitoring such as
mood symptoms are valid targets for the applica-
tion of computational linguistics to suicide preven-
tion. However, from a clinical perspective each of
these targets and the research and categorical con-
ceptual modelling that underlie them has major lim-
itations, complexity, and contention (Chakraborty,
2020; Franklin et al., 2017; Fried, 2015; Large,
2018; Turner et al., 2021; Waszczuk et al., 2017).

Many aspects of mental health clinical practice
are based on limited theoretical models, limited
data and limited resources and involve varying pre-
sentations, preferences and levels of understanding,
strengths, insight, and engagement. Formulation is
the key clinical process for attempting to integrate

these multiple interacting limited models and fac-
tors, to create an overall working model on which
to base future action and interventions (de Beer,
2017; Carey and Pilgrim, 2010; Challoner and Pa-
payianni, 2018).

Clinical formulation has a pattern recognition,
factor weighing and explanatory hypothesis mod-
elling focus. Formulation attempts to make sense
of why a person presents in a certain state at a cer-
tain time and context and how given the known
vulnerabilities, strengths, preferences and available
resources that state may be best changed in a safe
and effective way (Critchfield et al., 2022; Fer-
nando et al., 2012; Johnstone and Dallos, 2013;
Mace and Binyon, 2005; Manjunatha, 2019).

In keeping with the evolution and variation of
mental health practice, formulation has historically
taken varying forms and had varying drivers, and
had questions raised about its validity and utility.
However formulation retains a central role in care
delivery, is considered as requiring the highest level
of clinical expertise and is a key component of
examination for specialist qualification (de Beer,
2017; Challoner and Papayianni, 2018; Sullivan
et al., 2020).

Inherent to the clinical need for formulation is an
appreciation of the complexities, uncertainty and
limits of applying categories and theoretical con-
cepts to human experience or attempting to attach
meaning or weight to any particular factor in an
individual’s history or mental state without consid-
ering the broader context.

This paper considers the opportunities and chal-
lenges for computational linguistics in emulating
and augmenting the clinical formulation process
and contributing to broader related digital men-
tal health developments. Highlighted is the need
to appreciate the ethical and clinical safety risks,
particularly if developments in the computational
linguistics field are misperceived or exaggerated
in terms of their certainty and capacity for suicide
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prediction and reduction.

The paper discusses the clinical assessment and
planning process and the phenomenological psy-
chopathology analysis, nosological diagnostic clas-
sification, individual psychodynamics and risk pre-
diction complexities that drive the need for formula-
tion. The concepts of mood, affect and emotion are
discussed to illustrate some of the issues around the
standardised interpretation of human experience
and classification into diagnoses. The ethics and
difficulties of attempting to predict or modify the
risk of low base rate complex emergent events such
as suicide is highlighted (Woodford et al., 2019;
World Health Organization, 2014). A structure for
formulation is provided to highlight the key com-
ponents and where computational linguistics may
be of assistance.

The central arguments will be that the data
gathering, pattern recognition, factor weighing,
and modelling of clinical formulation are areas in
which computational linguistics could and should
assist. Pattern recognition and modelling around
words and language in context is central to men-
tal health clinical practice and computational lin-
guistics. Mental health and computational linguis-
tics specialists can synergically use language as
a method to gain insight and formulate a model
of another’s consciousness, intent and experience.
This can contribute to risk, diagnostic and psycho-
dynamic formulation. However, appreciation of
the limitations of modelling and prediction par-
ticularly in application to suicide prevention will
remain central. The Artificial Intelligence (AI) eth-
ical principles of autonomy, justice, beneficence
non-maleficence and explicability will remain a
challenge and a duty for the CLPsych community
(Floridi and Cowls, 2019). Appreciating the ratio-
nale for the utilisation of formulation in clinical
practice and seeking to place the ethos and pro-
cess of formulation at the heart of computational
linguistics practice to enhance explicability will
assist in addressing that duty. Machine learning
and computational linguistics may play a role in
more accurately identifying the contextual and con-
tingent factors and the level of certainty or uncer-
tainty inherent in the formulation modelling and
explanatory hypothesis.

The primary purpose of this work is to provoke
thought and facilitate further conceptual and op-
erational ethical co-design of digital formulation.
The aim is to help build a shared understanding

of the rationale, structure and process of clinical
formulation and call upon the CLPsych community
to consider what contributions they could make to
digitally enable and improve it particularly within
a suicide prevention context. It is recognized there
is a concept-reality gap between what clinicians
might ideally desire and what the computational
linguistic field is currently able to offer (Orr and
Sankaran, 2007). However, the CLPsych commu-
nity could play an important role in clarifying and
developing the conceptual vision for digital formu-
lation, and the required technological and method-
ological steps to get there.

The paper is intentionally largely technology and
data source agnostic and focused on the clinical
need and related medicolegal and ethical principles.
The aim is to stimulate rather than limit thought
or argue for a particular technological or method-
ological direction. The paper will touch on the
initial steps to cross the concept-reality gap the au-
thors are taking. This includes a focus on ethics,
digital transformation, sleep and suicide, social me-
dia data and integrated thematic analysis and topic
modelling.

2 The role and place of formulation in
clinical practice

This next section aims to briefly set out some key
concepts on which to build a shared understand-
ing of the need for and place of formulation in
clinical practice particularly in suicide prevention.
These concepts are complex and contentious with
differing definitions and scopes and varying de-
grees of clinical understanding and application in
practice. Highlighted are the roles and limitations
of language, phenomenology, nosology and risk
prediction.

3 Language as a window into mental and
brain state

There is limited understanding of the nature of con-
sciousness or the mind and how this relates to brain
function (Frith, 2021; Graziano, 2021). However,
there is a general understanding that integrated bi-
ological, psychological and sociological factors
impact on brain function and impact on the inte-
grated experience and expression of thoughts, emo-
tion, and behaviour. Machine learning affords the
capacity to dynamically identify and analyse mul-
tiple signals indicative of an individual’s mental
state and intent. These signals may be neurophys-
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iological, behavioural and of increasing interest
to suicide prevention natural language, including
that occurring in social media (Resnik et al., 2020;
Chancellor and De Choudhury, 2020; Coppersmith
et al., 2018; Fonseka et al., 2019).

To gain a greater timely understanding of the
lived experience and meaning of suicidal thoughts
and behaviour we need a greater appreciation of
the dynamic cognitions and emotion and contexts
that colour an individual’s thoughts and drive them
to action (Harris and Barraclough, 1997; Liu et al.,
2020; Marsh, 2018). Social media data may pro-
vide an additional window and insights into this
experience and an opportunity to intervene in a
timely way.

Clinically language is a key tool for assess-
ing and communicating thoughts, emotion and be-
haviour. Language is central to the assessment
of mental state and from this potential brain state.
Language assists in making hypotheses about elec-
trochemical and cognitive processes in a section or
circuit of the brain at a particular point in time that
hence drive physical, biological, psychopharmaco-
logical and psychosocial interventions.

Language is a significant window into human
experience but may not always provide an accu-
rately drawn picture of reality. The image may
be skewed and distorted by faulty mental models,
cognitive biases, and misinterpretations by both
the experiencer and the observer. Computational
linguistics as the study of language using computa-
tional methods and theoretical models, similarly to
clinical practice, has an inherent interest in ensur-
ing any model deficits or conflicts are understood,
minimised and managed.

4 Phenomenological psychopathology and
nosology

Phenomenological psychopathological analysis is
the process that underlies the clinical perception
and interpretation of the experience and behaviour
of others (Aftab and Ryznar, 2021; Chakraborty,
2020; Nelson et al., 2021).

Nosology is the classification of medical dis-
eases. Nosological modelling can occur at three
levels: aetiological (disease cause is known) patho-
genetic (disease process is known) and symptom
(only reported or interpreted experience is known).
Mental disorder diagnoses are typically at the symp-
tom modelling syndrome level (Kendler, 2009;
Aftab and Ryznar, 2021).

Human experience and behaviour are charac-
terised by a dimensional nature and multifactorial
temporal contextual determinants. Complexity, and
ambiguity is inherent. There is only limited knowl-
edge of the causes and mechanisms by which men-
tal disorders and perceived aberrant experience and
behaviour arise. Accordingly, there are only the-
oretical models of varying fidelity and evidence
base and agreement around the nature and classifi-
cation of mental disorder, and how experience and
behaviour should be interpreted and determined to
be pathological. Similarly, the selection and mech-
anism of action of interventions, their benefits and
harms, and predictions and determinants of prog-
nosis all require the interpretation and weighing
of various population research models as to what
may be best and available for a specific patient in a
specific mental state, in a specific time and context.

Risk categories, and diagnostic categories based
on the identification and interpretation of phenom-
ena and syndromes have significant reliability, va-
lidity and intervention, prognostic and safety limi-
tations (Michelini et al., 2021; Nelson et al., 2021).

Although the terms affect, emotion and mood
are often used interchangeably, they have a broad
historical range of interrelated but separate specific
meanings, definitions and perceived implications
arising from variations (Berrios, 1985).

An emotion can be understood as the subjective
personal experience and interpretation of a feeling
state. Affect refers to an assessor’s interpretation
of the emotional experience of another, and typ-
ically includes not just reference to the type, but
also the range and stability and appropriateness of
expressed emotion within a specific context.

Emotions may be of short duration and fluctu-
ate and represent the subjective interpretation of
chemically induced physiological experience. The
interpretation of this physiological emotional ex-
perience may be influenced by the longer standing
and more prominent mood state, which may have a
complex biopsychosocial basis.

A report of a mood symptom such as depression
may have significant differing impact, relevance
and meaning depending on the pattern intensity,
duration, associations and context of occurrence. It
may be a sign of a brief adjustment to a stressor, an
indication of emotional dysregulation in someone
with a personality disorder, form part of various
levels and presentations of a major depressive dis-
order, be associated with medical and neurological
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disorders from dementia to Parkinson’s disease,
be associated with or secondary to drug use pre-
scribed and illicit, form part of a broader bipolar
disorder, or be an early presentation or association
with schizophrenia. Weight may be given to one
diagnosis over another if there is a clear family or
personal history or pattern of a particular disorder
and other known risk, symptom, sign and contex-
tual factors are present.

Diagnoses can be of use in care planning, fund-
ing, research and making predictions about the fu-
ture. However, they have significant limitations,
not least if it is forgotten they are syndromal level
models, that tell little of the personal story and
context of the individual. The symptom and sign
and temporal components of the diagnostic model
may be subject to deficits or non-standardisation
in interpretation and report. Race, culture, gen-
der, age, language, education, intellectual and sen-
sory impairment and economic status and societal
marginalisation may all have an impact on the ex-
pression and interpretation of experience and be-
haviour. These factors may contribute to significant
inter-rater variability as to what diagnosis or diag-
noses are ascribed to an individual. Individuals that
receive a specific mental disorder diagnosis, may
have significant variation in terms of what criteria
they meet, their individual experience, and underly-
ing causal and mechanism of development factors.
For example, in the DSM classification system 227
combinations of criteria can lead to a diagnosis
of major depression, including 64 combinations
which don’t require a report of depressed mood.
Some combinations may be more common and
more meaningful from a clinical priority and po-
tential to intervene perspective and computational
linguistics could assist with identifying these (Zim-
merman et al., 2015).

5 Suicide risk prevention

There are major challenges, limitations and clini-
cal and ethical risks in trying to predict complex
multi-factorial emergent low base rate events such
as suicide that have a high magnitude of adverse
consequence if that prediction is wrong (Pridmore,
2015; Nock et al., 2019; Large et al., 2017). The
majority of those classified as being at high risk of
suicide, do not commit suicide, and the majority
of suicides will emerge from those classified as
low risk, or who have not been assessed for suicide
risk, have not expressed suicidal ideation or whom

are not engaged in services (McHugh et al., 2019;
Kessler et al., 2020; Durie, 2017; Large, 2018). The
expression and actioning of suicidal intent can vary
in intensity and fluctuate rapidly and be influenced
by ambivalence, mood and emotional state, change
in perceived circumstances, level of trust, wish to
protect others, shame, denial, rationalisation, cop-
ing patterns, cognitive impairment, gain, and im-
pulsivity (Yaseen et al., 2019; Galynker et al., 2017;
Deisenhammer et al., 2009; Freedenthal, 2007).

There is a need to appreciate that even if increase
the specificity and sensitivity of a technology capa-
ble of screening for a particular disorder, behaviour
or risk, the positive predictive and negative pre-
dictive value will vary as a factor of prevalence in
the targeted community. Suicide is a low base rate
event making prediction complex and making the
capacity for undue harm and intrusive unnecessary
interventions higher. Even if the sensitivity and
specificity of a test for suicide is significantly im-
proved the positive predictive value may still be
relatively low. This is not an argument to stop re-
searching computational linguistics’ capacity to im-
prove suicide prediction but is a call to be cognisant
of the limitations and to take a broader view on
how machine learning and computational linguis-
tics may contribute to suicide risk management.

Different people will have different pathways,
processes, contexts, and timelines that take them to
suicide. Some may have a more linear escalating
suicide risk chain they follow; others will display a
more complex emergence pattern where multiple
factors came together at a certain point in time and
a chain is only apparent with retrospective coher-
ence (Kurtz and Snowden, 2003).

While making suicide predictions has inherent
complexity and limitation, enhancing the capacity
for machine learning to detect risk signals and offer
support to reach out and seek help, would provide
a chance to positively change that pathway and
context (Tielman et al., 2019; Ryan, 2015). Ma-
chine learning may be able to assist in identifying
what key potential contextual risk factors are for
an individual or community; assist in the triage
and prioritisation of attention for that individual or
community; and do this at a speed and scale over
multiple sources that exceeds human capabilities
(Resnik et al., 2020; Shing et al., 2020).

Clinical risk including suicide risk needs to be
considered in relation to a specific population and
in relation to the individual’s own baseline or typ-

20



Assessment Formulation Intervention

Figure 1: Central Role of Formulation

ical risk level or pattern. Timing and context is
important including the presence or absence of
key precipitants or protective factors. Ascertaining
what factors are able to be managed, minimised
or developed, and which resources are ideally and
in reality, available are also important concerns.
Rather than just provide a simple risk category, for-
mulation aims to provide an integrated weighted
contextualised view of all factors that may have a
role in intervention planning and risk management
(Pisani et al., 2016; Wyder et al., 2021; Fitzpatrick,
2018; Kessler et al., 2020).

6 Formulation at the centre of clinical
practice

The clinical assessment and intervention process
typically involves the key dynamic, integrated, it-
erative stages of history taking, mental state exam-
ination, formulation, diagnosis and care planning.
Formulation is at the centre, prioritising and inte-
grating key aspects of the assessment as a founda-
tion for the personalised intervention planning.

Formulation can be perceived as a form of clini-
cal storytelling. Clinical formulation includes the
recurrent patterns, key themes, plot points and rela-
tionships, and cultural and contextual factors that
characterise and help draw a mental model of an
individual and their world.

Many individuals even if they have never had
a formal mental health diagnosis before, may be
found on assessment to have had recurrent patterns
suggestive of previous episodes or prodrome or vul-
nerabilities. Those that have an established recur-
rent relapsing disorder, may have patterns of risk
behaviours and contexts and early warning signs,
that the client has varying and fluctuating levels
of insight into, but that may be well recognised by
families and supports.

Storytelling in written and spoken language has
traditionally been a way to transmit knowledge and
understanding to a group and through generations.
The narrative structure of storytelling may assist
in human recall and motivational understanding.
Clinical formulation is a structured way to make

sense and meaning of another’s consciousness and
experience and convey the story of their life, with
a view to positively influencing the next stage of
that story. Multiple factors and models are weighed
and weaved using a structured process of analysis
and reporting. Computational linguistics with its
strengths in factor identification, weighing and inte-
grated pattern recognition across multiple sources
and contexts could assist this process.

Unlike describing the precise formulation or
composition of a chemical compound or drug, the
specific elements or processes by which a human
experience arises is unknown. There is limited
knowledge of the aetiology or pathogenesis of
mental disorders, nor the nature of consciousness
or emotions or experience. However, there are a
range of biological, psychological and sociological
research-based models that may guide the formu-
lation process. The quality of the formulation is
dependent on the knowledge and skill of the clini-
cian in history taking and mental state examination
and being able to identify key patterns, vulnera-
bilities, strengths, relationships and structures and
integrate the findings with appropriate theoretical
models. The quality of the formulation can be iter-
atively improved by the availability of additional
data sources and the input of the multiple stake-
holders, family, supports and caregivers that may
play a role in an individual’s life (Ford et al., 2019;
Geach et al., 2018; Johnstone, 2018).

7 Clinical formulation structure

The clinical formulation may be approached in
a structured manner, with data and key findings
captured under a series of interrelated headings,
each capturing a different but interrelated descrip-
tive, theoretical or explanatory perspective (Chang
and Lundahl, 2019; Weerasekera, 1993). Machine
learning and computational linguistics operating
under various levels of autonomy, could assist in
augmenting this clinical pattern recognition and
modelling process.

Some variant of a series of “P” headings such
as problem, predisposing, precipitating, perpetuat-
ing, protective factors and prognosis headings is
common clinical practice. Patterns, preferences,
and priorities have been added for this work to
emphasise these key attributes of the formulation
process and where machine learning and computa-
tional linguistics could play a key role in capturing
and weighing and providing decision support.
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Problem What are the key findings from the
presenting complaint and history of
presenting complaint, and the mental
state examination, that characterize
the problem or disorder?

Predisposing What biopsychosocial and cultural
contextual factors may have predis-
posed the individual to the disorder?

Precipitating What biopsychosocial and cultural
contextual factors may have precipi-
tated the problem or exacerbation of
the disorder?

Perpetuating What biopsychosocial and cultural
contextual factors may perpetuate or
exacerbate the problem or provide a
barrier to recovery?

Protective What are the biopsychosocial and
cultural contextual factors that may
offer protection, assist in recovery
or prevent further harm or adverse
outcomes?

Prognosis What is the expected response and
outcome for this individual given
what is known from population
research and their specific history
and level of insight, impairment,
vulnerabilities, strengths and
resources? How might interventions
work or not work or cause harm and
in what context and time?

Patterns What patterns may be evident in the
history and how may these relate to
known psychological models?

Preferences How does the individual prefer
to understand or model their
problem(s) for themselves and what
resources and interventions do they
prefer to utilize and how may these
preferences be impacted on by
insight and judgement?

Priorities What are the priorities for the inter-
vention plan given the knowledge
about the individual, their past
response and preferences, available
resources and logistics, local and
professional best practice guidelines,
and relevant science?

Table 1: Clinical Formulation Structure

By considering biological, psychological and so-
cial facets and individual and systemic contextual
components of each heading, the key formulation
issues are often captured in a biopsychosocial grid
structure, before being converted into an integrated
coherent written form (Weerasekera, 1993). Some
structures consider culture as inherent to the biopsy-
chosocial analysis; others draw it out as a separate
heading or separate cultural formulation process to
ensure this important factor is focused on and not
neglected.

Conceptual models created from international
data may have transcultural limitations. This may
be a significant issue when conceptual models are
being utilised in formulation and particularly when
involving the interpretation of experience and be-
haviour. DSM5 diagnoses are essentially concep-
tual models built on international data that con-
tribute to care by providing a framework to de-
scribe an individual’s perceived experience. How-
ever, the framework may negatively impact on care
if the transcultural limitations are not adequately
addressed or understood (Bredström, 2019; Rangi-
huna et al., 2018; La Roche et al., 2015).

Similarly, computational linguistics research and
application in the mental health and suicide preven-
tion domains needs to be designed and interpreted
with a sociocultural contextual awareness as is em-
phasised by the formulation ethos (Durie, 2017;
Hatcher et al., 2017; Lawson-Te Aho Dr, 2017;
McClintock and McClintock, 2017).

8 Ethical and regulatory issues

The following section outlines a range of ethical
and regulatory issues that are important considera-
tions when developing and deploying digital mental
health interventions particularly in the area of sui-
cide prevention. Health interventions should be
evidence based, and subject to academic, clinical
governance, regulatory and ethical review. There is
a need to be ethically cognisant of the risk-benefit
profile, the relative utility and costs and the num-
bers of people that may additionally benefit or be
harmed by an intervention within a specific context.
The relevance, meaning, sensitivity and specificity
of screening and diagnostic tests must be described
with reference to a stipulated time period, preva-
lence and clinical context (Andrade, 2015). Digi-
tal mental health interventions including computa-
tional linguistic based suicide prevention interven-
tions need to be subject to similar standards.
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Primum non nocere or “first, do no harm” is a
fundamental principle of bioethics. Failure to un-
derstand the complexity and limitations of suicide
risk prediction has significant capacity to cause
harm. Simplistic, generalised or static risk cate-
gorisation can lead to unintended harm and there is
a need for dynamic formulation based assessment
that recognises the importance of context for an
individual’s strengths and vulnerabilities.

The analytic power, reach, personalisation, time-
liness and vigilance of AI based digital care affords
major potential benefit. However, AI can be in-
trusive, discriminative, unwanted, and wrong. In
suicide prevention resources could be allocated to
the wrong groups, to the wrong individual, or be
of the wrong type or quality and quantity. Some
individuals may have unnecessary protections or
intrusions placed on their lives which are damag-
ing or disabling (McKernan et al., 2018). AI algo-
rithms are subject to bias, misuse, undue trust, and
unintended consequences and require continuous
ethically based and sociocultural aware research,
co-design, and governance (Yu, 2020; Floridi et al.,
2020; Stein and Reed, 2019; Challen et al., 2019).

Continually striving to improve AI based risk
prediction and management at an individual to so-
cietal level and getting to zero people dying by
suicide is a morally worthy goal. However, there is
a need to consider how the nature and current status
of attaining that goal may be societally interpreted
or misinterpreted. Stigma can have an impact on
suicide bereavement and is an important consid-
eration for suicide postvention. Bereaved family
and caregivers can experience significant stigma,
shame and blame and societal judgement based on
a belief that they should have seen the signals of
pending suicide and predicted and prevented the
death (Evans and Abrahamson, 2020). In the re-
porting of improvements in suicide risk prediction,
it is important that the CLPsych community high-
light the ongoing complexities and limitations in
identifying, seeing, analysing and acting on the
signals and do not unintentionally contribute to
exacerbating suicide bereavement and stigma.

If a digital system claims a clinical or therapeu-
tic intervention function, then the system can be
expected to be held to a high ethical and regulatory
standard. This includes requiring a high level of
mandated understanding of how the system inte-
grates into broader clinical care processes, medi-
colegal responsibility and governance frameworks

and whether it potentially requires software as a
medical device type certification. There are vary-
ing developing regulatory standards and definitions
for medical device type software. An AI based sys-
tem providing triage and treatment advice where
an individual may be at risk of suicide would likely
present some of the highest ethical and clinical
risks for development and deployment in a health-
care context and attract the highest regulatory cat-
egorisation and governance requirements (NEAC,
2019; Fernandes and Chaltikyan, 2020; Keutzer
and Simonsson, 2020).

There is increasing interest in the use of social
media and AI in suicide prevention. The interna-
tional literature on social media research highlights
various contentions including defining public vs pri-
vate data, consent and anonymity and minimising
bias and algorithmic harm (Townsend and Wallace,
2016; Chiauzzi and Wicks, 2019). There is increas-
ing recognition of a need for social media-based
research to have ethical overview to ensure that
quality research is being proposed that understands
the limitations and context of the data analysis and
is protective and respectful of potentially vulner-
able communities (British Psychological Society,
2017; Townsend and Wallace, 2016; Pagoto and
Nebeker, 2019; Chiauzzi and Wicks, 2019; Benton
et al., 2017).

Tutelary law and ethics, relates to those aspects
of the legal and ethical system that have a focus
on guardianship and protection (Unsworth, 1991).
Mental healthcare services have had a long and dif-
ficult history with care and protection and guardian
roles. The legal system is aware that good protec-
tive intents do not always result in good or optimal
outcomes and there is always a need to consider
who will guard the guardians. Clinical decisions
and opinions about risk that impact on an indi-
vidual’s civil liberties, are often subject to review
by tutelary mental health courts and tribunals; de-
cisions influenced by AI based categorisation or
predictions should similarly be expected to be re-
viewed by the tutelary system (Szmukler, 2014).

Floridi and Cowls (2019) have argued AI ethics
can be reduced to five core principles. Four of
these are the traditional bioethical principles of au-
tonomy, justice, beneficence and non-maleficence
to which they have added explicability. Explica-
bility aims to capture the concepts of intelligibility
and accountability. Building suicide prevention in-
terventions and research on faulty, limited or poorly
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understood or described models affords significant
ethical and clinical risk. Clinicians and researchers
need to take a lead in ethically shaping and gov-
erning the emergent capacity for greater levels of
social media and AI based suicide prevention re-
search and development(Hom et al., 2017; Hunter
et al., 2018; Pagoto and Nebeker, 2019). Before
the deployment of AI in a mental health setting,
stakeholders should have an adequate understand-
ing of how it was co-designed and works and who
is accountable and liable for how it works (Floridi
and Cowls, 2019; Price et al., 2019). The formu-
lation process could improve explicability in that
there should be a clearer, intelligible and account-
able process as to why intervention decisions were
made. This should include having an understanding
of the mental health theoretical models on which
or for what, the machine learning algorithms were
built (de Andrade et al., 2018).

9 Discussion and conclusion

In clinical practice there are significant standardis-
ation, ethical, safety and effectiveness issues when
classifying an individual as in or out of some binary
diagnostic or risk category. This is particularly so
when the constructs or models that underlie each
criterion are limited in their scientific basis and are
not operationally defined and there is significant
variation in training, interpretation and application
and perceived clinical utility.

Similarly, when computational linguistics devel-
opments aim to assist in symptom, diagnostic and
suicide risk prediction categorisation there may be
significant theoretical, ethical, utility and clinical
safety concerns and limitations. There is a need
to move beyond risk categorisation to risk formu-
lation as part of the broader clinical formulation
and intervention context. Any risk prediction cat-
egorisation produced needs to be treated like the
output from any screening or diagnostic test; that is
as another datapoint for the formulation, that is to
be iteratively weighed, integrated and interpreted
within the broader dynamic clinical context and not
considered definitive or static.

Human experience is often time and context de-
pendent, dynamic and multidimensional and occurs
along a spectrum rather than within discrete cat-
egories. Formulation is the key focus of natural
clinical intelligence and ought to be a key focus for
artificial intelligence.

Computational linguistics could help in the de-

velopment and assessment of a broader contextual
understanding of an individual’s history and mental
state. A diagnostic and risk formulation process
affords the opportunity to present a richer person-
alised explanatory model that links all the factors
and highlights the complexity, uncertainty and im-
portance of context and dynamic change.

The clinical formulation process of iterative fac-
tor identification and weighing, pattern recognition
and modelling, is in keeping with the strengths of
machine learning and the computational linguistics
process. There are opportunities for significant syn-
ergy. Computational linguistics can operate at a
speed and scale of factor identification and analy-
sis across multiple sources beyond human capabil-
ity. The machine learning process may be refined
on previous clinical assessments, with emphasis
given to mental state examinations and formula-
tions. Clinician in the loop training and curation
processes may assist with explicable and reflexive
algorithmic improvement and production of mean-
ingful safe ethical outputs. Though such formal
clinical data may be difficult to access for current
researchers, this can be expected to improve as ma-
chine learning is integrated and normalised as part
of care delivery.

Machine learning and computational linguistics
could improve the explicable quality of the acquisi-
tion, analysis and description of formulation data.
Machine learning could also improve the quality of
the theoretical models applied by improving the
quality of research that underlies those models.
There may be different and changing reasons and
typologies for suicide and AI enabled research may
be able to better timely categorise, trend and de-
fine these at an individual and community level
(Clapperton et al., 2020; Martin et al., 2020).

In formulation every current and emergent find-
ing needs to be iteratively analysed in context, and
with knowledge of the strengths and limitations of
the related clinical theoretical models. Particularly
in suicide risk management there is a need to be
highly cognisant of the difficulty and contention
of predicting complex low base rate events and the
harm that can result from both false negatives and
false positives.

Digital transformation and co-design in AI em-
powered suicide prevention requires the working
together of clinicians, communities, consumers,
and digital media companies. The leverage, reach
and analysis of AI empowered digital media make
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taking a co-design and societal perspective more
meaningful and achievable and anything more lim-
ited, less ethically justifiable.

Looking to the future computational linguistics
could assist in the creation of a self-constructing
and updating digital formulation drawing on multi-
ple sources from social media to email to clinical
notes and assessments to conducting autonomous
interviews in oral and written format. These ser-
vices could be delivered in the form of customis-
able digital guardians, coaches or clinicians that
address, with varying levels of expertise, medicole-
gal responsibility and autonomy, the assessment,
formulation and intervention process.

In terms of an example of potential next research
steps the authors are currently integrating qualita-
tive thematic analysis with machine learning based
topic modelling to study sleep related concerns
in a large social media based suicidality dataset.
Sleep disturbances from insomnia to nightmares to
sleep disordered breathing are associated with an
increased risk of suicidal behaviour and night-time
is a high-risk period for suicide (Braun and Clarke,
2006, 2019; Blei et al., 2003; Blei, 2012; Fast et al.,
2016; Shing et al., 2018, 2020; Zirikly et al., 2019;
Porras-Segovia et al., 2019; Tubbs et al., 2019).
The research is exploring whether this integrated
thematic analysis and topic modelling approach
can contribute to the development of an explica-
ble conceptual linguistic sleep signal model for
AI empowered clinical formulation, prioritisation,
treatment category recommendation, and psychoe-
ducation in the area of suicide prevention. Identi-
fying key topics and themes and a related lexicon
are central to these clinical processes. Suicide is
complex and multifactorial. By focusing on one
potential signal (sleep), one machine learning tech-
nique (topic modelling) and one dataset the aim is
a greater conceptual understanding of the oppor-
tunities and challenges that could be presented by
an multi-signal, multi-source, explicable AI and
formulation based suicide prevention system. The
current focus is on social media data, but a range of
biopsychosocial data sources might be integrated
into a future system. Formulation and broader data
contained in clinical assessments and discharge
summaries could be a future key target for both
analysis and enrichment (Adnan et al., 2013).

Developments in digital formulation from a clin-
ician augmentation or decision support role to a
more autonomous social media focused digital

guardian, coach or clinician role will have major
clinical and societal impact. Suicide is a complex
time and context dependent phenomenon. There
is increasing recognition of the need to broaden
the clinical service focus of suicide prevention to a
more societal level focus that has more timely vigi-
lance and leverages a greater range of resources.

Clinic-based services accessing social media
data, and social media based services accessing
formal clinical data, and the integration of such ser-
vices raises significant medicolegal, security and
ethical issues (Williams et al., 2017; Price et al.,
2019; Bhatia-Lin et al., 2019). However, machine
learning assisting in the expansion from a clinical
service to societal focus allows for more protective
layers and opportunities for integrated formulation
and intervention at more time points. Social me-
dia machine learning based interventions have the
advantage that even if they have only a relatively
small effect size on reducing suicidal behaviour
they can be deployed at such scale and minimal
marginal cost that they may have a significant im-
pact at a population societal level (Torok et al.,
2020).

Socialising emergent concepts, among research
and practice leaders, is an important stage in the
innovation diffusion and health practice change pro-
cess (Beausoleil, 2018; Taherdoost, 2018; Rahimi
et al., 2018). This can lead to critical analysis of
relative advantage, adoption challenges and health
impact , and feed through to strategic research, im-
plementation and governance plans(Renken and
Heeks, 2019). This paper has aimed to socialise
the concept of digital psychological formulation
with the goal of making a positive health impact
on suicide prevention by promoting adoption and
development of the concept by the CLPsych com-
munity.

There is a significant concept reality gap be-
tween current developments and getting to a stage
of digital formulation being utilised by human and
digital clinicians as part of standard mental health
and suicide prevention practice (Heeks, 2006; Orr
and Sankaran, 2007). However, it is a concept re-
ality gap that is potentially fast narrowing and that
the CLPsych community has both the developing
expertise and ethical duty to take a leadership role
in crossing, in a safe and clinically effective man-
ner.
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