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Abstract
This paper summarizes our work on the doc-
ument classification subtask of Multilingual
protest news detection of the CASE @ ACL-
IJCNLP 2022 workshop. In this context, we
investigate the performance of monolingual and
multilingual transformer-based models in low
data resources, taking Portuguese as an exam-
ple and evaluating language models on doc-
ument classification. Our approach became
the winning solution in Portuguese document
classification achieving 0.8007 F1 Score on
Test set. The experimental results demonstrate
that multilingual models achieves best results
than monolingual models in scenarios with few
dataset samples of specific language, because
we can train models using datasets from other
languages of the same task and domain.

1 Introduction

Observing the prominent ease of use and vari-
ety of virtual media, such as social networks in
general, and the exponential use of these for the
organizational purpose of various manifestations,
protests and social movements (McKeon and Gito-
mer, 2019), a large amount of information is stored
in databases of applications that are not properly
analyzed for a socially beneficial purpose. There-
fore, it is important to explore alternatives for an
analysis capable of classifying and even predicting
the organization of social movements such as those
mentioned above.

Considering the importance of detecting crises
and sociopolitical events present in social networks
(Hürriyetoğlu et al., 2022). The practical applica-
tion of extracting and classifying information and
its importance in the field of collective social mani-
festations, in order to obtain several useful results
for important political and economic decisions (Du-
ruşan et al., 2022).

In this paper, we investigate the performance
of monolingual and multilingual language mod-
els for classification of documents in Portuguese.

The experiments are conducted on Socio-political
datasets and all models are transformer-based mod-
els. Our submission achieved the 1st place in docu-
ment level predictions for the Portuguese language
at first shared task of the CASE @ ACL-IJCNLP
2022 workshop (Hürriyetoğlu, Ali and Mutlu, Os-
man and Duruşan, Fırat and Uca, Onur and Gürel,
Alaeddin Selçuk et al., 2022), the Multilingual
protest news detection subtask (Hürriyetoğlu et al.,
2021a,b).

This article is organized as follows. In Section
2, reviews the related work. Section 3 details of
subtask and data. Section 4 describes the method-
ology, while experiments results are discussed in
Section 5. Section 6 brings the conclusions.

2 Related Work

Kalyan et al. (2021) proposed applying LSTM
layers on top of 3 different models and combin-
ing the probabilities of each model in a soft vot-
ing manner. The models used were mBERT (De-
vlin et al., 2018), DistilmBERT (Sanh et al., 2019)
and RoBERTa (Liu et al., 2019). They achieved a
Macro F1 score of 0.7951 for the Portuguese.

Hettiarachchi et al. (2021) studied the use of
long-range models such as big-bird and longformer
as well as monolingual and multilingual models.
They found that low-resource languages benefited
from multilingual learning, but high-resource lan-
guages such as English will get better results from
monolingual models. Their approach is similar to
ours regarding the monolingual versus multilingual
paradigm and their results demonstrated that multi-
lingual models perfomance better than monolingual
models in low data scenarios. Awasthy et al. (2021)
work also agrees with the benefit from training with
multilingual data on low-resource language cases.

Francesco Ignazio Re (2021) presented a disrup-
tive perspective with the exploratory analysis of
the dataset. Their conclusions approached differ-
ences in the use of state versus non-state conflict
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actors based on conditional probabilities, and also
identified an outlier in the English corpus via the Tf-
Idf-weighted principal component analysis (PCA).

3 Subtask and Data

The dataset was provided by the organization of
CASE 2022’s first multilingual protest news detec-
tion shared task. Table 1 show some examples of
dataset. The CASE 2022’s a combination of CASE
2021 with new test data for Document classification
subtask. These subtask focus on predicting whether
a document contains information about some event
related to protests. The dataset are composed of
three languages: English, Spanish and Portuguese
(Hürriyetoğlu et al., 2019a,b) for Socio-political
Events in text domain. Table 2 shows the dataset
distribution for each language. We random split
the dataset in the ratio of 80% for the training and
20% validation set.

4 Methodology

We used pretrained transformer-based models for
portuguese to investigate the classification perfor-
mance of monolingual across multilingual models
in scenario with low dataset resources. For this
study, we selected two models and their multilin-
gual versions:

• BERT: BERT (Devlin et al., 2018) is a
pretrained language model trained using a
masked language modeling and next sentence
prediction objectives. The model has about
30k tokens in its vocabulary. Our version is
the BERTimbau (Souza et al., 2020), trained
on portuguese with the BRWAC dataset (Wag-
ner Filho et al., 2018).

• mBERT: The multilingual cased version of
BERT. It was trained on top of 104 languages
using the wikipedia dataset. The training pro-
cedure was masked language modeling and
next sentence prediction as in the original
BERT, the main difference being the vocabu-
lary size 110k tokens instead of 30k and the
multilingual dataset.

• RoBERTa: The original RoBERTa (Liu et al.,
2019) showed that increasing the vocabulary
from around 30k to around 50k tokens and
dropping the next sentence prediction training
objective was beneficial for the model. Our

version, trained on Portuguese, has a vocab-
ulary size of 128k tokens and was trained on
the Portuguese portion of OSCAR dataset and
BRWAC dataset (Wagner Filho et al., 2018)
for 100k steps.

• xlm-RoBERTa: the xlm-RoBERTa (Conneau
et al., 2019) is a multilingual pretrained ver-
sion of RoBERTa, which showed better perfor-
mance than mBERT on NLI. It was pretrained
similarly to Roberta but the training was done
with 2.5TB of filtered CommonCrawl data
containing 100 languages. The model has as
vocabulary of about 250k tokens.

These models were optimized with a grid search
optimization on held-out development set with a
combination of finetuning hyperparameters pro-
vided by Table 3. We selected the best hyperparam-
eter values based on 5 random seeds.

5 Results and Evaluation

All experiments were conducted on the Hugging’s
Face transformer library using one Nvidia A100
GPU (Choquette et al., 2021) for classify whether
a document in Portuguese mentions an event or
not. The models performance was evaluated by
the macro F1-Scores on the validation set, which
were created by splitting the dataset. The dataset
for multilingual models was created by combining
training data from each languages into one dataset.
Table 5 shows the results of Portuguese document
classification experiments on validation set using
different sequence lengths and models. We can
observe that increasing the max sequence length
improves the performance on all tested models.
Both multilingual versions of the models were bet-
ter than their monolingual versions, showing that
learning representations of other languages in the
same task and domain can improve the model per-
formance. The best result is shown in bold using
the xlm-RoBERTa Large model achieving 0.8818
F1 score.

The results for the test set are shown in Table
4 with all models tested and the two best results
submitted in the competition. According to the re-
sults, our best model became the best system for the
document classification for Portuguese language.
The xlm-RoBERTa model achieves the best result
reaching 1st place with 0.8007 F1 score at Task 1
SubTask 1 Portuguese competition.

185



Table 1: Dataset examples for each language indicating the event mentions

Sentence Language Label

Publicidade Nessa propaganda dos
Portuguese

0
Explosão de carro-bomba deixa vários feridos em Israel Publi 1
Nos começos de 1964, instalara-se no cenário nacional a mesma divisão 0

OTHER STATES Kashmir unrest Protestors indulge in stone
English

1
Mass disconnection driv 0
403 Forbidden You don’t have p 0

Las autoridades egipcias perdieron e
Spanish

0
33 son los basquetbolistas argentino 0
Un nuevo atentado sacudió al continente asiático. Do 1

Table 2: Dataset distribution

Language Class 0 Class 1

Portuguese 1290 197
English 869 131
Spanish 869 131

Table 3: Hyperparameters for finetuning

Hyperparameter CASE 2022

Max Epochs {10, 20}
BatchSize {8, 16, 32, 64}
Learning Rate {2e-5, 3e-5, 4e-5, 5e-5}
Max Sequence Length {128, 256, 512}
Learning Rate Decay Linear
Warmup Ratio 0.1
Weight Decay {0.1, 0.01}

6 Conclusion

In this paper, we have explored the capabilities
of multilingual and monolingual language mod-
els on document classification of the CASE 2022
Task 1: Multilingual protest news detection. We
demonstrate that multilingual transformer-based
approach could be more competitive that mono-
lingual transformer-based model in scenarios that
have low data resources of a specific language and
more data of other languages can help achieve a
best performance. The proposed xlm-RoBERTa
model achieved the 1st place for the Portuguese
language with 0.8007 F1 Score on Test set.

These results illustrate the importance of increas-
ing the maximum sequence length for document
classification. As future work, it would be interest-
ing to extend the study to architectures with much

longer input sequences. We also investigate other
methodologies based on ensemble approach, data
augmentation and few shot models.

Limitations

Recent works demonstrated that monolingual lan-
guage models achieves better performance than
multilingual models in NLP downstream task. The
dataset size for a specific language task can be an
issue (scenarios with low amount of data resource).
Our experimental results demonstrate that using
a multilingual model with more data from other
languages achieves a better result than a monolin-
gual model trained only in a specific language. The
low amount of data for non-English language be
a difficult for training monolingual language mod-
els. Finally, in this case, the size of maximum
sequence length has a big impact in performance
and transformers-based models size resulting a re-
quirement of large GPU resources to processing
long texts.

Ethics Statement

Most of the recent work on language models rely on
vast amount of unannotated data to achieve good re-
sults, which means that these models are very likely
to be training on harmful content to some degree.
It is possible that the bias present in the pretraining
continues to play a role after the fine-tuning of the
model. The amount of bias influencing the model
is yet to be quantified and future work should try
to measure this before and after fine-tuning on spe-
cific data.
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Table 4: Document classification results for Portuguese test data set. Best results is in Bold.

Model Training data Macro F1

team1 - 0.7985
team2 - 0.7922

BERT pt 0.7372
mBERT pt + en + es 0.7525
RoBERTa pt 0.7732
xlm-RoBERTa pt + en + es 0.8007

Table 5: Macro F1 results of document classification experiments for Portuguese using different sequence lengths
and models on dev set. Best results is in Bold.

Model Training data Seq. Length Accuracy Macro F1

BERT pt
128 0.9142 0.8443
256 0.9199 0.8491
512 0.9261 0.8533

mBERT pt + en + es
128 0.9076 0.8528
256 0.9086 0.8542
512 0.9136 0.8600

RoBERTa pt
128 0.9328 0.8641
256 0.9327 0.8696
512 0.9362 0.8721

xlm-RoBERTa pt + en + es
128 0.9246 0.8727
256 0.9293 0.8781
512 0.9310 0.8818
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and Uca, Onur and Gürel, Alaeddin Selçuk, Ben-
jamin Radford, Yaoyao Dai, Hansi Hettiarachchi,
Niklas Stoehr, Tadashi Nomoto, Milena Slavcheva,
Francielle Vargas, Aaqib Javid, Fatih Beyhan, and
Erdem Yörük. 2022. Extended multilingual protest
news detection - shared task 1, case 2021 and 2022.
In Proceedings of the 5th Workshop on Challenges
and Applications of Automated Extraction of Socio-
political Events from Text (CASE 2022), online. As-
sociation for Computational Linguistics (ACL).

Pawan Kalyan, Duddukunta Reddy, Adeep Hande,
Ruba Priyadharshini, Sakuntharaj Ratnasingam, and
Bharathi Chakravarthi. 2021. Iiitt at case 2021 task
1: Leveraging pretrained language models for multi-
lingual protest detection. pages 98–104.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized BERT pretraining
approach. CoRR, abs/1907.11692.

Robin Tamarelli McKeon and Drew H. Gitomer. 2019.
Social media, political mobilization, and high-stakes

testing. Frontiers in Education, 0. [Online; accessed
2022-09-25].

Victor Sanh, Lysandre Debut, Julien Chaumond, and
Thomas Wolf. 2019. Distilbert, a distilled version
of bert: smaller, faster, cheaper and lighter. ArXiv,
abs/1910.01108.

Fábio Souza, Rodrigo Nogueira, and Roberto Lotufo.
2020. BERTimbau: pretrained BERT models for
Brazilian Portuguese. In 9th Brazilian Conference
on Intelligent Systems, BRACIS, Rio Grande do Sul,
Brazil, October 20-23 (to appear).

Jorge A Wagner Filho, Rodrigo Wilkens, Marco Idiart,
and Aline Villavicencio. 2018. The brwac corpus: A
new open resource for brazilian portuguese. In Pro-
ceedings of the Eleventh International Conference on
Language Resources and Evaluation (LREC 2018).

188

https://doi.org/10.18653/v1/2021.case-1.13
https://doi.org/10.18653/v1/2021.case-1.13
https://doi.org/10.18653/v1/2021.case-1.13
http://arxiv.org/abs/1907.11692
http://arxiv.org/abs/1907.11692

