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Abstract

Understanding causal relationship is an impor-
tance part of natural language processing. We
address the causal information extraction prob-
lem with different neural models built on top of
pre-trained transformer-based language mod-
els for identifying Cause, Effect and Signal
spans, from news data sets. We use the Causal
News Corpus subtask 2 training data set to train
span-based and sequence tagging models. Our
span-based model based on pre-trained BERT
base weights achieves an F1 score of 47.48 on
the test set with an accuracy score of 36.87 and
obtained 3rd place in the Causal News Corpus
2022 shared task.

1 Introduction

Subtask 2 of the the Causal News Corpus shared
task at the CASE-22 (Workshop on Challenges and
Applications of Automated Extraction of Socio-
political Events from Text) addresses the causal
information extraction problem (Tan et al., 2022).
The goal of this task is to detect the spans of text in
an input sentence that represent cause-effect pairs
and, if extant, to also detect the text spans that
"signal" this causal relationship. Figure 3 shows
a sample from the data set. Simple examples of
such signal spans are result in, lead to, and due to.
In other cases, the causal relationship is implicit
and it is important to understand the meaning of
the whole sentence to detect causality. The Causal
News Corpus data set contains sentences with both
implicit and explicit causal relationship, so for this
task, language understanding is an essential step.
We adopt different pre-trained language models
to develop our system owing to their tremendous
success in natural language understanding tasks.

In this paper, we train and evaluate the perfor-
mance of span-based and sequence tagging neural
network models for the Cause-Effect-Signal Span
Detection task. Our team name SPOCK (SPan and
sequence based mOdels for Causal Knowledge) for

the Causal News Corpus 2022 shared task is in-
spired by these model architectures. We trained a
span-based (Eberts and Ulges, 2019) causality ex-
traction system1 by fine tuning the BERT-Base (De-
vlin et al., 2018) model. This model resulted
in an F1 score of 47.48 and Accuracy score of
36.87. This was our best performing model com-
pared to the ensemble of sequence tagging models
based on the BIO scheme using the BERT-base and
RoBERTa-large (Liu et al., 2019) language models.

2 Dataset and Task

We use the data sets from Causal News Corpus
2022 in our experiments. The sentences in this
data set are collected from news sources contain-
ing event mentions. There are two subtasks in this
challenge: subtask 1 is Causal Event Classifica-
tion, where the goal is to determine if a sentence
expresses a cause-effect relationship; subtask 2 is
Cause, Effect and Signal Span Detection, where the
goal is to identify the span of words in a sentence
corresponding to a cause, effect, or signal (a span
indicating the existence of a causal relation). This
paper documents two approaches towards subtask
2. The training and dev set from subtask 2 are used
for the training and evaluation of our models. In
the final submission to the challenge, the trained
models were used to obtain predictions on the test
set.

This data set contains labels for Cause, Effect
and Signal spans in a sentence whereas other com-
monly used data sets for causal relation extraction
only contain labels for Cause and Effect. Further,
it is possible for the Signal spans to overlap with
the Cause or Effect spans. In some examples, the
Signal words are not a contiguous span, i.e. words
in different parts of the sentence are tagged as Sig-
nal. Data set statistics for subtask 2 are shown in
Table 1.

1code for SpERT model available in https://github.
com/aniksh/spert-causalnewscorpus
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Data Split Size
Train 180
Dev 323
Test 311

Table 1: Data set statistics

Each example in the training and dev sets is
labeled with a single pair of Cause and Effect span.
Some sentences contain multiple cause-effect pairs;
each pair comprises a separate example, so that
each example has a single cause and effect pair. Not
all sentences in the data set contain a signal span.
In some examples, the signal span overlaps with
the cause or effect span. We show some examples
in Figure 1.

3 Methodology

We experimented with two types of neural models
for the Causal News Corpus 2022 challenge.

3.1 Span-based Model

We introduced this model in our submission (Saha
et al., 2022) to the FinCausal 2022 challenge. The
span-based model takes a sequence of tokens as
input and predicts the Cause and Effect spans in the
sentence by classifying a list of candidate spans of
words. The list of candidate spans is generated by
selecting all possible spans of words in the sentence
up to a maximum span length. This model is based
on SpERT (Eberts and Ulges, 2019) that classifies
each span into 4 classes (Cause, Effect, Signal or
None).

The input to the span classifier is a span embed-
ding which takes the output layer embeddings from
the BERT-base model. We split the words in a sen-
tence with HuggingFace’s BertTokenizer function
(Wolf et al., 2019) to feed the pre-trained BERT
model. We convert the annotations in the Causal
News Corpus data set to Cause, Effect and Signal
span labels for the span-based models.

The span-based model takes in a list of spans
and builds an embedding for each span by using
a max-pooling operation over the BERT output
embeddings of the word pieces in that span. A con-
text embedding is added to the span representation
by concatenating the output layer embedding from
BERT corresponding to the CLS token. The width
of the span is included in the span representation
by concatenating a span width embedding. The
span-width embeddings are stored in a look-up ta-

ble with a row for each unique span length of a
cause or effect in the training data set. The embed-
ding for a given span is thus the concatenation of
the CLS token embedding, the width embedding,
and a max-pool of the token embeddings in the
span.

e(s) = eCLS ◦ wk+1 ◦ f(ei, ei+1, . . . ei+k)

where e(s) is the span embedding, eCLS is the CLS
token embedding, wn is the width embedding for a
span of size n and ei the embedding for i-th token.
A softmax layer is used on top of a linear classifier
to convert the span embeddings into probabilities
over 4 classes.

ys = softmax(Ws · e(s) + bs)

where Ws is the weight of the linear classifier and
bs is the bias of the linear classifier.

The cross-entropy loss is used to train the span
classifier in this model. Spans are classified as
either Cause, Effect, Signal, or None. Consider, for
instance, the process of selecting a single Cause
span. First we drop from consideration all spans
whose probability of being a Cause are smaller than
a threshold t. If there is no span left after applying
the threshold, we predict there is no Cause in the
sentence. Otherwise we take the Cause to be the
span that achieves

max
s∈S

ps

where S is the set of spans after dropping all spans
below the threshold and all spans whose highest
probability class is None, and ps is the predicted
probability for span s to be labeled as a Cause.
Similar rules are used to identify the single Effect
and Signal span.

Since the data set only contains positive labels
for Cause, Effect and Signal spans, we generate
negative examples by randomly sampling spans of
words from the input sentence and labeling those
as None. The negative span samples are selected
from a list of all possible spans in the sentence
up to the maximum span length from before. At
inference time, a list of candidate spans is gener-
ated up to this maximum span size. We explain the
span selection process in Appendix A. Since we
predict Cause and Effect from a list of overlapping
spans, the predicted Cause and Effect might possi-
bly overlap but we did not face this problem as the
span representation for overlapping spans are very
similar.
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<ARG1>Four students appeared in court on Monday</ARG1> <SIG0>for</SIG0> <ARG0>allegedly removing street
signs</ARG0> .

Four students appeared in court on Monday for allegedly removing street signs .
B-E I-E I-E I-E I-E I-E I-E O B-C I-C I-C I-C O
O O O O O O O B-S O O O O O

<ARG1>The workers had embarked on a wildcat strike</ARG1> <ARG0><SIG0>demanding</SIG0> better working
conditions</ARG0> .

The workers had embarked on a wildcat strike demanding better working conditions .
B-E I-E I-E I-E I-E I-E I-E I-E B-C I-C I-C I-C O
O O O O O O O O B-S O O O O

Figure 1: Examples with Cause, Effect and Signal span labels from the Causal News Corpus 2022 data set. The
input text is labeled with ARG0, ARG1 and SIG0 labels. These are converted to the BIO tags for Cause-Effect and
Signal as shown in different lines. The second example has overlapping Cause-Effect and Signal tags.

Model Dev Set Test Set
P R F1 Acc P R F1 Acc

Baseline (Random) 2.17 2.17 2.17 20.84 0.30 0.89 0.45 21.94
Ensemble Tagging Model (BERT-base) 53.26 43.48 46.88 46.45 35.20 23.51 27.44 31.36

Ensemble Tagging Model (RoBERTa-large) 66.30 54.35 58.47 49.65 51.58 38.09 42.52 35.92
Span-based Model 56.52 72.16 62.62 44.71 57.62 43.75 47.48 36.87

Table 2: Precision (P), Recall (R), F1 and Accuracy score (Acc) of different sequence tagging models and the
span-based model on the dev and test set.

Figure 2: Span length distribution of the training set

The maximum span size is a hyperparameter for
this model, chosen based on the distribution of the
size of labeled Cause and Effect spans in the data
set. Figure 2 plots the distribution of span sizes
of all types in the training set. From our initial
experiments, we found the 99-percentile span size
from the training data to work well.

3.2 Sequence Tagging Models

This is a standard sequence tagging model that
classifies each token in the sentence with BIO-style
tags. The input text is tokenized with Huggingface
tokenizers. For an input sequence, each token is

assigned one of the following tags: {B-Cause, I-
Cause, B-Effect, I-Effect, O}, where “B" stands for
“Beginning", “I" for “Inside", and “O" for “Out-
side". Since this data set contains Signal span
labels which overlap with the Cause and Effect
labels we cannot represent these spans within a
single sequence of BIO-style tags. To address the
overlapping span problem, we introduce a separate
set of tags for the Signal span. Figure 1 shows such
an example with the BIO tags.

We experiment with both BERT-base and
RoBERTa-large (Liu et al., 2019) as the encoder for
the input sentence. The BERT-base model has 12
transformer layers with a token embedding dimen-
sion of 768 while the RoBERTa-large models has
24 layers with an embedding dimension of 1024.
We add a 2-layer MLP to the output embeddings
from the encoder to classify each token in the sen-
tence. Since we have two sets of sequence tags,
we train one MLP for detecting the Cause-Effect
spans and another for detecting the Signal spans.
These token classifiers share the same embedding
representation. There are two cross-entropy loss
functions for the two types of labels. We take a
sum of these two loss functions as the total loss
for the model. We fine-tune the pre-trained model
weights and train the MLP parameters from scratch.
We use the dev set performance to select the hyper-
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parameters.
We take an ensemble approach to reduce the

influence of randomness in the training on the final
model performance. Specifically, we use majority
voting to aggregate the token-level predictions on
the test set from 11 different models trained with
11 different random seeds (0,10,20,. . . 100).

3.3 Training

We selected the hyperparameters by using the dev
set performance as validation score and selecting
the model with the highest F1 score. All models de-
scribed here were trained on NVIDIA Tesla V100
gpus. We set the maximum span size to 20 as it
covers 99% of the training data spans. The models
are trained for 40 epochs with a learning rate of
5e−5. The number of negative samples per true
label for the span classifier is set to 10.

4 Results

Span-based Model

The span-based model has a multi-class span clas-
sifier that predicts a score for each of the 4 classes.
During inference, we filter all spans classified as
None i.e. not a Cause, Effect or Signal. We assume
the test data set might contain both causal and non-
causal sentences, so we use a threshold (t = 0.3)
on the predicted probability to filter spans which
belong to a specific class (Cause or Effect). After
thresholding, we select the span with the highest
probability in each class.

This model achieves an F1 score of 47.48 and
an Accuracy score of 36.87; it places 3rd in the
shared task in terms of F1 score. It has the highest
precision (57.62) among the submitted systems but
low recall (43.75) value. We believe this model
can achieve a higher score if we add a mechanism
to predict multiple cause-effect pairs instead of a
single cause-effect pairs.

Sequence Tagging Model

The sequence tagging model predicts both Cause-
Effect and Signal tags to address the cases where
these spans overlap. Since the model has a token-
level classifier, it is possible that the predicted tags
can form multiple spans for the same class. To con-
vert the predicted token tags to span predictions,
we take the first sequence of tokens in the sentence
tagged in a class to be the single span for that class.
We utilize only the class prediction to form the
spans; in particular, either the ’B’ or ’I’ tags signals

the start of a predicted span. The span prediction
ends when the model predicts a different class for
the next token or the sentence ends. We apply ma-
jority voting on the tags predicted for each tokens
over 11 models trained with different random seeds.
The ensemble method helps to reduce errors but
we do not add any constraints to predict consecu-
tive tokens. The RoBERTa-large model has 12%
higher F1 score compared to the BERT-base model
but it is lower than the Span-based model by about
4%.

Model Text
Ground
Truth

The treating doctors said San-
gram lost around 5 kg due to the
hunger strike .

BERT-base
(Ensemble)

The treating doctors said San-
gram lost around 5 kg due to the
hunger strike .

RoBERTa-
large
(Ensemble)

The treating doctors said San-
gram lost around 5 kg due to the
hunger strike .

Span-based
Model

The treating doctors said San-
gram lost around 5 kg due to the
hunger strike .

Figure 3: Sample predictions from the span-based
model and the sequence tagging model. Yellow for
Cause, Cyan for Effect, Red for Signal

.

Sample Prediction

We show the predictions from the sequence tagging
and span-based models for the same input sentence
in Figure 3. All 3 models label the same words as
the Signal and the Cause spans. The BERT-base
model predicts the wrong Effect span by selecting
the phrase “treating doctors". The Cause-Effect
span predictions from the RoBERTa-large model
and the span-based models are the same. Since
this sentence has a simple structure, it is relatively
easier for these neural models to predict the Cause,
Effect and Signal spans. The similarity in predic-
tions from the span-based and the RoBERTa-large
is also reflected in the results in Table 2 where these
models have a small difference in F1 score.

5 Conclusion

In this paper, we adopt two approaches towards
solving the Cause-Effect-Signal Detection task for
participating in the subtask 2 of the Causal News
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Corpus 2022 challenge. The span-based model out-
performs the ensemble of sequence tagging models
in both the dev set and the blind test set. In future
work, we would like to adapt the models to predict
multiple cause-effect pairs for a sentence. We will
also focus on addressing the lack of large labeled
data sets for this tasks by utilizing semi-supervised
domain adaptation or generalization techniques.
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A Span Selection

The span selection procedure is explained here with
an example sentence. For the sentence, The treat-
ing doctors said Sangram lost around 5 kg due to
the hunger strike . with a maximum span size of 5,
we list all possible spans from size 1 to 5. We slide
a window of a certain span size over the sentence
to get all possible spans. For span size 3, the list
of spans in this sentence would be - [The, treat-
ing, doctors], [treating, doctors, said] . . . [hunger,

strike, .]. So for each span size 1, 2, 3, 4, 5 we list
all possible spans in the sentence to form the set of
candidate spans.

Training. We select 10 negative samples ran-
domly from each sentence during training. Predic-
tion. To predict a Cause or Effect span, we need
to list all possible spans from a sentence. So we
classify all spans upto a maximum span size during
inference.
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