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Abstract

Social and political researchers require robust
event datasets to conduct data-driven analysis,
an example being the need for trigger event
datasets to analyze under what conditions and
in what patterns certain trigger-type events in-
crease the probability of mass killings. Fortu-
nately, NLP and ML can be leveraged to create
these robust datasets. In this paper we (i) out-
line a robust ML framework that prioritizes
understandability through visualizations and
generalizability through the ability to imple-
ment different ML algorithms, (ii) perform a
comparative analysis of these ML tools within
the framework for the coup trigger, (iii) lever-
age our ML framework along with a unique
combination of NLP tools, such as NER and
knowledge graphs, to produce a dataset for the
the assassination trigger, and (iv) make this
comprehensive, consolidated, and cohesive as-
sassination dataset publicly available to provide
temporal data for understanding political vio-
lence as well as training data for further socio-
political research.

1 Introduction

Peace and conflict researchers have identified sev-
eral large-scale structural conditions that make
state-led mass killings more likely, such as ongo-
ing political instability or histories of state violence
against vulnerable groups (Verdeja, 2016). How-
ever, the timing of mass killing onset is less under-
stood. Burley et al. (2020) identifies nine potential
triggering events for state mass killings, such as
coups and assassinations, but before socio-political
researchers can conduct systematic analysis to ex-
amine whether, and if so when, certain patterns
of trigger-type events actually increase the proba-
bility of mass killings, it is necessary for political
researchers to obtain political event datasets for
each of these potential triggering events.

Processing the massive amount of information
in available data in order to create socio-policial

event (SPE) datasets for events such as the triggers
described above takes extensive time, money, and
human power. Fortunately, natural language pro-
cessing (NLP) and related machine learning (ML)
tools can be harnessed to classify the rapidly grow-
ing, but often poorly structured and unlabeled, data
as to whether they contain an event or not. ML clas-
sification tools have been increasing combined with
other NLP tools such as Named Entity Recognition
(NER) and Knowledge Graphs (KGs) to engineer
these datasets. Although these ML and NLP tools
have become more robust, it is important for the AI
research community to acknowledge that each tool
comes with limitations and a scope of use. With
this in mind, our project seeks to uniquely leverage
a combination of these tools in order to mitigate
their drawbacks to create an SPE dataset.

The most cited challenge for political event ex-
traction is small labeled training datasets (Büyüköz
et al., 2020; Ramrakhiyani et al., 2021; Caselli
et al., 2021) which become an issue when work-
ing with ML classification algorithms. Therefore,
our first task is to provide a clear, efficient, and
accessible machine learning framework that future
social scientists may utilize when implementing
NLP-focused algorithms to classify large quanti-
ties of text documents given a small labeled training
dataset. We prioritize a framework that is repro-
ducible, understandable, and generalizable by both
including essential visualizations of the input data
and results and structuring the framework in such a
way that fellow researchers can implement different
ML algorithms, such as support vector machines
(SVMs) or bidirectional encoder representations
from transformers (BERT). We demonstrate that
different ML algorithms are most suitable for a
given optimization problem by performing a thor-
ough comparative analysis of these different ML
algorithms for the coup trigger in the process of
refining our framework.

After explaining our ML framework, we demon-
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strate how we implement this framework to create
a dataset for a new trigger: assassinations. We de-
scribe the process of deciding which ML tool to
implement within the framework and subsequently
leverage our robust ML framework along with a
combination of additional NLP tools, such as NER
and KGs, to create the SPE dataset. By mitigating
the drawbacks and uniting the strengths of both
machine-based and human-centric approaches we
create the most comprehensive (targeting all known
assassination events), consolidated (a single dataset
solely focused on assassination events), and cohe-
sive (easily filterable and readable) assassinations
dataset to provide temporal data for understanding
political violence as well as training data for further
socio-political research 1.

2 Related Work

2.1 Existing Assassinations Datasets

To date, there is no dataset created with the sole
intent of targeting all global assassinations of lead-
ership figures. There are pre-existing datasets that
either include assassination events as a small por-
tion of the data entries or small scale case stud-
ies focusing on specific assassination events in a
given country. Nevertheless, there are two previ-
ously existing dataset that we explored for assassi-
nation events: (1) the Archigos dataset (Goemans
et al., 2009) and (2) the Global Terrorism Database
(GTD) (LaFree and Dugan, 2007).

Created in 2009, Archigos serves primarily as a
data set of political leaders in 188 countries from
1875 to 2015 and has 1,287 entries in its latest ver-
sion (4.1). Each entry contains the political leader’s
name, age, gender, term start date and end date, and
fate a year after leaving office. The GTD is more
comprehensive, as it contains over 200,000 terror-
ism event entries from 171 countries in the years
1970 to 2019. This data was retrieved from approx-
imately four million global news articles. Each
entry contains the date, location, weapons used,
target, number of casualties, and group or individu-
als responsible; but unfortunately, often includes a
position description (i.e. mayor) as opposed to the
name for the assassination target (’target1’ column
in dataset).

1Upon the completion of the blind review process our
dataset will be released publicly at the conference through our
university curation system.

2.2 Existing Tools for SPE Extraction

Although no comprehensive assassination dataset
is available, building robust SPE databases is not
a new task of interest and the tools used to cre-
ate these databases have varied. Many of these
more established databases, as well as some newer
databases, are manually coded by humans (Raleigh
et al., 2010; Gleditsch et al., 2002; Kriesi et al.,
2020). These human in the loop projects require
full-time permanent employees and extensive sup-
port and funding due to the large amount of data
to code. For example, Gleditsch et al. (2002) staff
processes nearly 50,000 news items and other re-
ports yearly. To mitigate these challenges, many
SPE projects have relied on automated event coders
like KEDS (Schrodt et al., 1994) or PETRARCH
(Schrodt et al., 2014) to record political events (Lee-
taru and Schrodt, 2013; Halterman et al., 2017).
Although these tools provide increased automa-
tion, they produce further challenges, such as bias
due to human-curated dictionaries, the inability for
replication, and issues with aggregating multiple
reports into a single event (Rød and Weidmann,
2013). Therefore, many SPE projects have shifted
focus to new ML frameworks.

Some projects leverage a hybrid approach of hu-
man coding and ML such as Nardulli et al. (2015)
to curate a Social, Political and Economic Event
Database and Pavlick et al. (2016) to curate a gun
violence database. Other projects focus strictly on
ML, such as using BERT-based models to extract
protest events (Caselli et al., 2021; Celik et al.,
2021; Hanna, 2017; Büyüköz et al., 2020). Re-
searchers have also incorporated NER and pre-
existing databases along with the ML tools to per-
form distant supervision such as Reschke et al.
(2014) to create a plane crashes database and Keith
et al. (2017) to create a police killings dataset. Fi-
nally, KGs have been leveraged by Rudnik et al.
(2019) to create an event search engine and other
researchers have began combining ML and KG
for engineering datasets (Guo et al., 2020; Suba-
sic et al., 2019) but to our knowledge there are no
examples of this specific combination in the SPE
domain.

These hybrid ML methodologies either rely on
the availability of many trained human readers,
large training datasets, or structured and dense ex-
isting datasets for distant supervision. Our project,
on the other hand, is focused on minimizing hu-
man labor, leveraging a small training dataset, and
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building off incomplete datasets and therefore calls
for a novel hybrid approach to dataset engineering
that leverages a ML framework for small training
sets, NER, KGs, and human-centric approaches.

2.3 Choosing a ML Tool

Researches have implemented traditional ML tools,
such as SVMs, K-nearest neighbor, Decision Trees,
and Naive Bayes for text classification. From these
tools, we selected SVMs as the baseline for our
project based on background research that shows
that SVMs often outperform other text machine
learning tools due to their “simple structure, com-
plete theory, high adaptability, global optimization,
short training time, and good generalization perfor-
mance” (Liu et al., 2010; Gayathri and Marimuthu,
2013; Kwok, 1998; Wright et al., 2013). We
also experimented with neural network architecture
such as CNNs, RNNs, and LSTMs, but whereas
SVMs are equipped to train on smaller datasets
(Díaz Rodríguez et al., 2004; Gao and Sun, 2010;
Zhang et al., 2008), these models require larger
training sets than were available 2.

Newer NLP neural network tools include word
embedding tools such as word2vec (Mikolov et al.,
2013) and transformers (Vaswani et al., 2017) such
as BERT (Devlin et al., 2019). BERT is a trans-
former based NLP tool that was pre-trained through
masked language modeling and next sentence pre-
diction tasks using 3.3 Billion words total with
2.5B from Wikipedia and 0.8B from BooksCorpus
(Devlin et al., 2019). The model can be fine-tuned
using labeled text for different downstream NLP
tasks, such a classification (González-Carvajal and
Garrido-Merchán, 2020). Since this is such a pow-
erful and efficient model, there have been countless
variants of BERT which can be viewed on the Hug-
gingface library (Wolf et al., 2020). In this study we
will focus on 1) BERT-base, a smaller version of the
BERT model released by Google, which we will
refer to as our ‘BERT model’ and 2) Longformer,
a BERT-based model that aims to handle inputs of
longer length by using segment-level recurrence
mechanisms to capture information from all the
tokens of a document (Beltagy et al., 2020). With
Longformer each document can be represented by
up to 4,096 tokens, as opposed to 512 for BERT,
so we hoped leveraging Longformer would rescue

2Models only reached scores of 66.4% (CNN), 76.3%
(RNN), and 61.8% (LSTM) with validation losses stagnat-
ing above 50 percent or rising dramatically during training for
coups

information from our long text inputs that was po-
tentially lost when implementing BERT.

There have been several studies comparing
SVMs and pre-trained BERT models for SPE ex-
traction. Olsson et al. (2020); Büyüköz et al. (2020)
find that BERT-based models outperform tradition
ML algorithms while Piskorski and Jacquet (2020)
finds that tf-idf-weighted character n-gram SVM
models outperform BERT-based models. It is im-
portant to note that Olsson et al. (2020); Büyüköz
et al. (2020) and other SPE projects that focus
solely on pre-trained models, such as Caselli et al.
(2021); Celik et al. (2021), have significantly larger
training sets available than our project.

2.4 Wikidata

Knowledge graphs leverage graph structure to rep-
resent data where edges capture the relations be-
tween entities within the data which allows re-
searchers to extract knowledge, such as events,
from the structure (Hogan et al., 2021). The KG
that we leverage is Wikidata, which contains over
96 million data items that are expressed through
property-value pairs, so each item can have many
different properties associated with it. Vrandečić
and Krötzsch (2014) discuss some of the applica-
tions of Wikidata, including browsing and querying
the data it contains. Wikidata also provides an inter-
face for access as a directed labeled graph using the
RDF data model and SPARQL query language 3.
Some of the most cited issues with large knowledge
graphs like Wikidata include “maintaining their
coverage, correctness, and freshness" (Hur et al.,
2021), challenges that will be mitigated through
our hybrid engineering approach.

3 A Robust ML Framework

3.1 Dataset for Refining Framework: Coups

In order to refine a robust machine learning frame-
work and highlight challenges along the way we
chose to focus on one trigger, namely coups. We
chose this trigger because it had the highest overlap
in classification by humans at the time with an inter-
coder reliability score of 87.50% agreement. The
coup data consists of the English-translated text
of news articles retrieved via LexisNexis queries
based on several search parameters: a date filter
from 1989-2017, a source filter for our list of 20
sources, and keywords, such as ’coup’ and ’over-

3https://query.wikidata.org
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Figure 1: Article counts for countries that comprise >1%
of the total articles pulled down across each trigger.

throw’, based on trigger definition4. The corpus
that we hope to classify contains 647,989 unclas-
sified articles. This large magnitude of queried
articles (Fig 1), even for a trigger with high in-
tercoder scores and simple keywords, highlights
the importance of defining the event of focus with
amazing clarity to enable a precise query. In addi-
tion to the unclassified dataset, we used a training
set consisting of 551 articles (117 positive and 434
negative) retrieved in the same manner and labeled
by a team of researchers trained to identify articles
that qualify as a coup event.

3.2 Event Coding with PETRARCH

In the beginning stages of the project we lever-
aged the PETRARCH (Schrodt et al., 2014) event
coding software to search for specific key word
associations that are defined within a custom defi-
nition file fed to the PETRARCH software. These
dictionary files are unique to a given trigger and
follow the CAMEO standard for political event ex-
traction (Gerner et al., 2002). We employed the
trigger coding definitions from Burley et al. (2020)
which included the specific key words for coups.
During the dictionary creation process, we found
that creating new dictionaries for each refinement
of a search is labor intensive and risks added bias.
This motivated us to shift towards newer machine
learning methods to develop an inference engine to
gather articles that fit our trigger definitions.

3.3 Classification with SVMs

Our overall ML framework (Fig 2) is split into two
phases: the development phase and the production
phase. The development phase involves training,

4Please contact authors for robust trigger definitions and
associated keyword

Figure 2: ML framework for article classification.

testing, and iteratively tuning the machine learning
algorithm which allows each model to ‘learn’ the
patterns in the data that separate an instance of
a potential trigger versus a non-trigger. Once a
model is sufficiently optimized, we classify our
larger, unlabeled data set in the production phase.

Our SVM workflow script was initially modeled
off of a concise text classification example written
by Gungit Bedi (Bedi, 2019). The workflow be-
gins with robust visualizations of the data, as these
can aid in understanding the textual relationships
from which the machine learning algorithms will
produce insights. Next, the text is preprocessed:
blank rows removed, text lowercased, stopwords
removed, and text tokenized and lemmatized. Af-
ter these steps, and once the labels are encoded,
the processed text is transformed into a numeri-
cal vector that can be understood and utilized in
the SVM algorithm. The tf-idf vectorizer builds
a vocabulary by transforming the articles into a
tf-idf-weighted document-term sparse matrix of
size (n_articles, m_features). Within the matrix,
a higher tf-idf value denotes a stronger relation-
ship between a term and the document in which it
appears (Lilleberg et al., 2015). Finally, both the
encoded labels and text vectors are inputted into
the SVM model where the model trains and learns
from the data. After finding optimal training hyper-
parameters via a grid-search, we ultimately set the
training percentage = 80%, C-value = 1, and kernel
type = linear.

3.4 Classification with BERT and Longformer
The framework for training our BERT and Long-
former is the same as Figure (2), making our
pipeline understandable and reproducible. The
scripts for BERT and Longformer are based on a
tutorial provided by Venelin Valkov (Valkov, 2020).
We decided to train the Longformer in addition to
BERT due to the high percentage of articles over
the 512 token limit for BERT (Fig 3).

The BERT-based preprocessing begins similarly
to our SVM as the data is imported and blank
rows are removed. Conveniently, the Hugging-
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Figure 3: Distribution of training word counts by class.

Face Library provides tokenizers for each model
which pre-process the text. Under the hood, these
tokenizers lowercases all words and decomposes
the input into individual words. More precisely,
the BERT tokenizer decomposes inputs into word-
pieces (Wordpiece tokenization) while the Long-
former tokenizer decomposes words via byte-pair
encoding. Since the BERT model uses the original
text data to gain understanding of long-term depen-
dencies between words, vectorizing with tf-idf is
unnecessary. Rather, the tokenizer simply trans-
forms the tokens to their corresponding integer ids.
There are several special tokens added to each in-
put, such as [PAD] which is added to the end of
inputs to make each entry the same length, but all
other tokens are integer IDs given to each word
based on the WordPiece embeddings vocabulary.
These input IDs, along with an attention mask are
passed to each of the BERT-based models.

The training of the BERT model is more ab-
stract than the SVM. The BERT and Longformer
pre-trained weights were downloaded from the
pretrained models named ‘bert-base-uncased’ and
‘allenai/longformer-base-4096’ on the Hugging-
Face library, respectively. Then a dropout layer and
a final linear layer for classification was added to
each of these models. We closely followed the orig-
inal BERT hyperparameters in our script, specifi-
cally, sparse categorical cross-entropy as the loss
function, ADAM for the optimization algorithm,
a batch size of 6, a learning rate of 2e-5, and 50
epochs. A maximum token length of 512 was used
for the BERT model and a length of 1,250 was
used for the Longformer model (based on counts
in Fig 3) which reduces long inputs down to this
maximum length for each model and leaves out
remaining tokens.

Figure 4: Timeline of articles describing coup events
for a subset of countries as classified by each model.

Table 1: Acccuracy Comparison of SVM, BERT, and
Longformer Models

SVM BERT Longformer
Number of Positive Coups 28,552 74,871 73,580

Accuracy Score 96.39 96.34 91.67
Precision Score 98.0 95.0 92.0

Human Validation Score 78.93 78.05 77.56

3.5 Comparative Analysis of Models

We used the trained SVM kernels, BERT, and Long-
former models to classify the 647,989 unlabeled
coup articles and performed a comparative analysis
of the results. We created Fig 4 to visualize the
classified data and quickly identify differences in
how each of the model classify different articles.

Number of Articles Classified as a Coup
Event Figure 4 highlights the issue that all mod-
els seem to over-specify articles as positive coups
(a high false positive rate), shown by the deceiv-
ing appearance of constant coup events occurring
in each country across 1989-2017. Therefore, we
record the total number of articles classified as a
coup event (Fig 1, row 1). Evidently, the SVM
outperformed BERT and Longformer in terms of
refraining from over-specifying articles as coups.

Accuracy Score on Test Data - We compared
the predicted labels on the test data to their correct
labels (Fig 1, row 2). These scores were extremely
promising given our small training dataset.

Precision on Test Data - We produced confu-
sion matrices and classification reports which out-
put precision, recall, and F1 scores. Precision was
the most important metric for our project due to the
problem of false positives and preference for Type
II errors over Type I errors. Maximizing precision
minimizes false positive errors. The precision of
each model are shown in row 3 of Table 1.

Accuracy Score on Subset of Human Valida-
tion Data - A subset of the classification results
were validated/coded by the political science re-
searchers. There were 622 articles in this subset,
15 labeled “yes” by the human coders and 607 la-
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Figure 5: Overlap in model predictions of positively-
classified coup articles

beled “no.” We compared these labels to the labels
that each model gave to these same 622 articles.
These percentages are given in row 3 of Table 1.

Similarity Percentage Between Models In ad-
dition to statistical accuracies, it is also useful to an-
alyze the similarities between our 3 models. Specif-
ically, we focused on reporting the overlap of the
positive coup articles as shown in Figure 5. We
found a 93.72% overlap between SVM and BERT,
59.04% between BERT and Longformer, and 77%
between SVM and Longformer. We also found
that the "yes" articles could be further decreased
from 28,552 to 20,984 articles by taking the over-
lap of SVM, BERT, and Longformer results where
all agree on a positive classification (as opposed to
focusing on the SVM classified coup events.)

Resource Restraints The SVM model showed
no time or resource restraints. The BERT-based
models, on the other hand, took 15 times longer
to train than the SVM, and required a GPU for
training. Additionally, the batch sizes for both
BERT-based models could not exceed the size of 6
due to memory constraints.

Interpretability The SVM proved more inter-
pretable than the BERT-based algorithms. We were
able to visualize the most significant tokens for
classification as measured by tf-idf scores (Fig 6).
We also used a dimensionality reduction algorithm,
UMAP (McInnes et al., 2020) to reduce each tf-idf
document vector to 2-dimensional vectors and plot
these vectors. In the resulting plot the ’yes’ and
’no’, or coup and non-coup, articles are roughly
clustered together (Fig 7). The line added to the fig-
ure to separate these two clusters is a hypothetical
representation of the SVM. These types of tangible
representations are not as readily available for the
BERT-based models due to their complexity and

Figure 6: The most significant tokens towards classifi-
cation of the training set, measured by tf-idf score.

Figure 7: 2D projection of the training set documents
with an example SVM classification line.

the pre-trained aspects.

4 Hybrid Knowledge Engineering to
Create a SPE Dataset: Assassinations

After refining our ML framework, our next step
was to implement the framework on one of SPE
of interest in order to create the desired dataset.
We switched to assassination events to create our
SPE dataset because we saw a lack of assassina-
tion datasets in literature (Section 2.1) and assas-
sinations are the most clearly defined trigger5 for
the triggers laid out in (Burley et al., 2020) with
one keyword (’assassination’). We leveraged our
flushed out machine learning pipeline, along with
existing assassination datasets, KGs, and NER to
enhance our new assassinations dataset (Fig 8).

5Please contact authors for robust trigger definitions and
associated keyword
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Figure 8: Methodology for linking disparate datasets to
build a robust assassinations dataset.

4.1 Existing Assassination Datasets

The Archigos and GTD datasets were the initial
contribution to our new assassination dataset. Of
the 1,287 entries in the Archigos dataset, 22 of
them had “irregular” exits from political office and
a post tenure fate marked as “death” with their
death year also being the same as their final year of
office. It is important to note that natural deaths are
marked as regular exits from office, meaning that
these irregular exits are actually assassinations.

The GTD contains 6,064 assassination events
over the same period of time but includes far more
assassinations than simply those of well-known
political leaders. The three largest categories for
assassinated individuals includes government offi-
cials, private citizens, and police. Overall, the GTD
contains 6,064 assassinations where 4,442 are suc-
cessful (target is killed) and 1,622 are unsuccessful
(target is not killed).

4.2 Linking in Wikidata

Neither existing database was comprehensive in
nature, namely Archigos contained very few assas-
sinations and GTD did not always contain names
of the assassinated. We therefore turned to Wiki-
data to create a stronger baseline for our dataset.
For initial exploration of Wikidata, we queried for
assassination events, political murders, and delib-
erate murders using the SPARQL interface. Filters
were constructed for the dates ranges and countries
of interest, generating 77 results, of which only 55
had a victim associated with them in Wikidata.

After querying for events, we queried for vic-
tims. We queried for 3 different properties shown
in Fig 9: (1) Instance of human (Q5), (2) Date of

Figure 9: SPARQL Query to retrieve Wikidata entries.

death (P570) between 1970 and 2017, (3) Manner
of death of homicide (Q149086). This resulted
in 4,765 individuals. Politician was the most fre-
quent occupation, with 736 individuals, followed
by journalist, but there was a large decrease in
the frequency of subsequent occupations. We ul-
timately decided to move forward with just the
politician and journalist entries, which gave us 953
victims. Note that these were successful assassina-
tions as the Wikidata methodology does not allow
for querying attempted assassinations.

Once we recorded the individual Wikidata “Q”
identifiers for the assassination victims, we re-
trieved the data about each victim using the qwiki-
data6 library that populates a python dictionary for
each Wikidata entity. This allowed us to filter for
5 attributes about the victim: (1) Name, (2) Death
Date, (3) Occupation (i.e. politician), (4) Position
Held (i.e. Prime Minister of Israel), and (5) Coun-
try of Citizenship. Once these Wikidata identifiers
were retrieved, we again utilized qwikidata to get
the Wikidata label strings associated with these
entities to populate our dataset.

4.3 Leveraging our ML Framework

To complete our dataset we implemented our ML
framework to identify and record all assassination
events found in our assassination news data which
was pulled with the same LexisNexis query as
coups but used assassination keywords. The un-
classified corpus consisted of 169,637 unique en-
tries and our training set consisted of 165 humanly
labeled articles (76 positive and 89 negative). We
trained an SVM, BERT, and Longformer models
with our framework since it was necessary to eval-
uate all models before choosing one or a combina-
tion of the models. Both BERT and Longformer
performed poorly, with accuracy scores of 64% and
44%, and showed extreme cases of overfitting. The
SVM reached an accuracy score of 72.67% which
was sufficient considering the human readers only
reached 75% in intercoder reliability checks. These

6qwikidata: https://qwikidata.readthedocs.
io/en/stable/index.html
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Figure 10: Pipeline for reducing the number of articles
read by human readers.

results, along with the high accuracy and precision,
smaller number of ’yes’ articles, lower resource
restraints, and better interpretability shown in Sec-
tion 3.5, resulted in the use of SVMs to classify the
assassination articles.

The trained SVM classified 28,532 articles as as-
sassination events. Similar to Section 3.5, the large
magnitude of positively classified assassination ar-
ticles was a limitation to our ML methodology. So,
although ML was leveraged to reduce the num-
ber of human read articles, we were still left with
nearly 30,000 articles to read through. To rectify
this, NER and clustering algorithms were used so
reduce the number of human read articles without
the need for a larger training dataset (Fig 10).

We first explored SpaCy to refine our assassi-
nation event extraction by uploading a pre-trained
English pipeline (Honnibal and Montani, 2017) and
extracting all names and dates from each positively
classified article. This did not assist us in directly
identifying assassination events due to the length,
complexity, and quantity of names in each article,
but during this process, we pinpointed 3 ways to
further clean the positively labeled articles: (1) re-
moved articles with text extraction errors (articles
with less than 25 words), (2) removed articles with
no extracted names, and (3) removed any articles
that were nearly duplicates of another by dropping
articles that were published within 1 week of an-
other article that had the same subset of extracted
names. After this, 11,572 articles remained.

Next, a team of political scientists read 1,000
articles from our original positively labeled articles.
The readers classified these articles and recorded
all identified assassination events. Based on these
events, Wikidata, and Archigos, we removed all
articles that contained the person’s name of already
recorded events. This produced a corpus of 4,771
articles. Next, we clustered articles based on year
published and country mentioned in the article and
randomly selected one article from each cluster
since many articles from a country published in

Figure 11: Dataset Summary (For each tool, a given
information category was extracted for either all (X),
the majority (\), or none (blank) of the extracted events)

the same year reference the same assassination.
Readers read through the remaining 746 articles.

5 Results: The Assassination Dataset

By uniting the strengths of each tool within our hy-
brid approach we created an assassination dataset
with 7,457 assassination events. For each entry
we collected available information on Name, Date,
Country, Position, and Success status (successful
vs. attempted) of each assassination event along
with the unique identifiers from the source(s) it was
identified from. Figure 11 highlights the unique
information and number of assassination events
contributed by each tools. This shows that despite
each method’s limitations, ambiguous event defi-
nitions for humans, incomplete datasets, missing
Wikidata properties, and small training datasets for
ML, it is evident that each tool benefited the dataset.
Existing databases provided a starting point for
our dataset, Wikidata enhanced our repository, and
the ML pipeline allows us to extract assassination
events from 169,637 articles with only a 165 article
training set.

6 Conclusion & Future Work

We have contributed to ongoing SPE research by
providing a robust ML framework for small train-
ing datasets, performing a comparative analysis
of ML tools, presenting a novel hybrid knowledge
engineering approach to curate a dataset, and releas-
ing our comprehensive, consolidated, and cohesive
assassination dataset which will provide temporal
data for understanding political violence as well
as training data for further socio-political research.
Although our framework and hybrid knowledge
engineering approach will not perfectly transfer
for every SPE dataset curation task, our focus on
understandability visualizations, replicable frame-
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works, and explanation of challenges will allow
future researches to incorporate our work for a va-
riety of SPE extraction tasks. In future work, we
hope to apply the knowledge engineering approach,
encompassing our ML framework, to the remain-
ing triggers of interest while continuing to improve
and automate our ML framework.
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