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Abstract

Memes are a widely used means of communica-
tion on social media platforms, and are known
for their ability to “go viral”. In prior works,
researchers have aimed to develop an AI system
to understand humor in memes. However, ex-
isting methods are limited by the reliability and
consistency of the annotations in the dataset
used to train the underlying models. Moreover,
they do not explicitly take advantage of the
incongruity between images and their captions,
which is known to be an important element of
humor in memes. In this study, we first gath-
ered real-valued humor annotations of 7,500
memes through a crowdwork platform. Based
on this data, we propose a refinement process
to extract memes that are not influenced by
interpersonal differences in the perception of
humor and a method designed to extract and uti-
lize incongruities between images and captions.
The results of an experimental comparison with
models using vision and language pretraining
models show that our proposed approach outper-
formed other models in a binary classification
task of evaluating whether a given meme was
humorous.

1 Introduction

Humor is an essential element of human commu-
nication. Studies have shown that humor helps to
build relationships in work environments (Plester,
2009), facilitates smooth discussions on controver-
sial topics (McGhee, 1989), and helps motivate peo-
ple to recognize and challenge misinformation (Yeo
and McKasy, 2021).

Memes are a type of humor that has been preva-
lent in recent years, especially on social media.
These images express multi-modal humor and often
comprise a template image with superimposed up-
per and lower captions. In the example of a meme
shown in Figure 1, the upper caption reads “JOIN

1https://www.funny-memes.org/2013/05/join-marines-
they-said-youll-be-hero.html

Figure 1: An example of a meme from a meme-sharing website
“Best of funny memes”1.

THE MARINES THEY SAID” and the lower cap-
tion reads “YOU’LL BE A HERO THEY SAID”.
Both upper and lower captions are superimposed
onto the template image of a marine in dress uniform
holding an umbrella for the former president Barack
Obama. The humor of memes can be explained by
the incongruity theory (Raskin, 1985; Buĳzen and
Valkenburg, 2004). It is a well-established humor
theory which states that a surprising contradiction
or opposition to an expected situation or interpreta-
tion is a key element of any humor. For example,
the meme shown in Figure 1 has an incongruity
between the caption and the template image; the
caption explains the commonsense of viewers that
a marine would be a hero in the battleground, but
the image is showing the contradicting reality of
a marine doing a boring job of holding an um-
brella for the president. A study on incongruities
in memes has shown that a large number of memes
have image-caption incongruity (Yus, 2021).

Given the substantial impact of memes on on-
line communication, such as their effectiveness
in correcting misinformation (Vraga et al., 2019;
Kim et al., 2021a; Garrett and Poulsen, 2019), re-
searchers have aimed to develop AI systems capable
of understanding humor in memes. However, the
evaluation of memes has proven a difficult task.
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Humor is subjective, and interpersonal differences
may affect the perception of humor for some memes
based on viewers’ cultural background and person-
ality characteristics (Ruch and Hehl, 2010). Hence,
human-annotated datasets of humor in memes tend
to exhibit inconsistent annotations. In addition,
existing methods use vision-language pretraining
models that do not explicitly extract semantic re-
lationships between images and captions. As a
result of this structure, utilizing image-caption in-
congruity is relatively difficult with such models,
although incongruity was shown to be a significant
element in humor of memes (Yus, 2021).

In the present work, we addressed the incon-
sistency of annotations by first creating a meme
dataset with a humor annotation of memes that is
not influenced by interpersonal differences in the
perception of humor. These reliable humor anno-
tations were obtained via an annotation method
called best-worst scaling (BWS) (Louviere, 1992).
Then, the annotations were refined by our proposed
process to eliminate inconsistent examples. The
consistency of each annotation was measured by
quantifying the agreement of annotations between
different annotators.

Based on this data, we propose a method that
explicitly extracts and utilizes image-caption incon-
gruities. Our proposed method combines a vision-
language transformer with a module designed to
extract the features of image-caption similarity. We
validated the performance of our proposed method
by conducting experiments in which we used several
models for comparison to classify whether a given
meme (template image + caption) was humorous.

The contributions of this study are summarized
as follows.

• We created a reliable dataset of memes with an-
notations that quantified their degree of humor
and extracted humor anchors.

• We proposed and implemented a dataset refine-
ment process to separate memes influenced
by interpersonal differences in the perception
of humor. The consistency of the annotations
was thoroughly examined.

• We implemented models to explicitly extract
image-caption incongruities and compared
their output with the baselines implemented
based on pretrained vision-language models.
We showed that our proposed method outper-
formed baselines in evaluating the humor of
memes.

2 Related Work

2.1 Computational Humor Models
Due to the importance of humor in human com-
munication, several previous studies have aimed to
recognize or generate humor of a single modality.
These include research on fixed forms of language-
based humor such as “I like my X like I like my Y, Z”
jokes (Petrović and Matthews, 2013), Knock-Knock
Jokes (Rayz, 2004), miscellaneous short-text hu-
mor (Annamoradnejad and Zoghi, 2020), humor
in dialogues (Ziser et al., 2020; Yoshikawa and
Iwakura, 2020), and visual humor (Chandrasekaran
et al., 2016).

However, few studies have considered multi-
modal humor, such as humor in memes. One study
focused on the task of meme evaluation is a compe-
tition called “Memotion Analysis” (Sharma et al.,
2020). This competition included the task of pre-
dicting the degree of humor of a given meme. The
best-performing model adopted several pretrained
feature extractors and ensemble techniques (Guo
et al., 2020). However, the feature extractors were
all unimodal and trained independently. Therefore,
these methods do not explicitly utilize semantic
relationships between images and captions.

2.2 Humor Dataset
Several methods have been developed to record
human annotations of humorous content, including
rating scales and BWS (Louviere, 1992).

A rating scale presents annotators with a scale
and choices of integers or characters that represent a
place within the scale. For example, the dataset used
for the competition “Memotion Analysis” (Sharma
et al., 2020) was annotated using a rating scale.
Annotators were provided with four choices to
choose from: not funny, funny, very funny, and
hilarious.

Although this method is widely used in vari-
ous disciplines, rating scales are said to have lim-
itations, including the following (Schuman and
Presser, 1996; Baumgartner and Steenkamp, 2001).

• Annotation inconsistencies between different
annotators.

• Annotation inconsistencies by the same anno-
tator.

• Bias in selection within the scale.

BWS was proposed to resolve these limitations
and reduce the number of tasks required. BWS usu-
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ally asks annotators to choose the best- and worst-
fitting items from among four-tuples of items for the
characteristics of interest. Real-valued annotations
(BWS scores) can be acquired using maximum
difference scaling (MaxDiff) (Finn and Louviere,
1992), a method to conduct and process BWS. To
obtain real-valued scores of N items, [1.5𝑁, 2.0𝑁]
four-tuples of items were annotated so that each
item was evaluated more than about five times.
Then, a BWS score was calculated for an item 𝐴 by
subtracting the number of times 𝐴 was selected as
best-fitting by the number of times it was selected as
worst-fitting, and dividing the result by the number
of times 𝐴 was evaluated.

The score obtained using this equation is a real
value ranging from -1 (worst) to 1 (best).

This method has been proven to produce more
reliable annotations compared to rating scales (Kir-
itchenko and Mohammad, 2017), and has also been
used to evaluate the humor of jokes of the form “I
like my X like I like my Y, Z” (Yamane et al., 2021).

3 Dataset Construction

To construct our reliable dataset, we first obtained a
collection of memes from a meme-sharing website.
Then, the memes were annotated by crowdworkers.
Finally, the annotations were filtered and refined to
eliminate inconsistent annotations. As a result, we
compiled 1,450 memes with reliable and consistent
annotations.

3.1 Data Collection and Preprocess

To create the dataset, we first scraped 693,465
memes (3,000 template images, 143 - 300 captions
per template) from Meme Generator2. The scraped
memes were selected in order of the number of
likes they had received to ensure that the dataset
included sufficient high-quality memes.

Before asking crowdworkers to annotate the hu-
mor in these memes, we conducted preprocessing
to reduce the number of memes containing words
that were not in English or that were profane.

First, to minimize the number of captions that
were not in English, we checked whether each cap-
tion could be encoded only using ASCII characters.
This filtering process eliminated captions written
in languages that do not use ASCII characters and
also removed emojis. However, it was not possible
to eliminate captions written in languages that use

2https://memegenerator.net/

the same alphabet as English, such as Spanish. Al-
though it would be possible to strictly filter captions
by checking whether all the included words were
present in an English dictionary, we chose not to
adopt this approach as meme captions often contain
slang or deliberately misspelled words that do not
appear in any English dictionary.

As we asked crowdworkers to annotate the humor
in memes, we needed to minimize their exposure
to profanity. Therefore, we used an open-source
library called “profanity-filter” to detect and filter
profanity3. Although this library enabled the fil-
tration of major profanities, it was not possible to
remove inappropriate words that were misspelled
or partially concealed.

Finally, image templates that contained more
than 150 captions after the two filtering processes
were selected and compiled. The resulting prepro-
cessed data contained 296,850 memes (1,979 image
templates with 150 captions per template).

3.2 Human Annotation Task Using BWS

To obtain real-valued reliable humor annotations
for these memes, we asked crowdworkers on Ama-
zon Mechanical Turk (AMT)4 to complete three
tasks, including answering whether a meme was in
English, choosing up to three words that were essen-
tial to understanding the humor in the meme, and
choosing the most and least humorous meme from
among four memes. In our research, we annotated
7,500 memes (100 template images with 75 cap-
tions per template) by creating 11,250 four-tuples
(1.5N).

Annotation tasks were published on AMT and
included two sections with a total of 27 questions.

Section 1 (questions 1 - 24) first asked annotators
about their understanding of the meme provided.
This question aimed to filter memes that were not in
English and not filtered in the preprocessing phase.

Then, annotators were asked to write up to three
words in the caption that were necessary to under-
stand the meme (we refer to this data as a humor
anchor). If the meme presented was not in English,
they were instructed to write “NIE” (not in English)
in the first box and leave the other boxes blank. This
question aimed to extract humor anchors for each
meme and also to evaluate the quality of the annota-
tion (For example, if an annotator chose words that
were obviously not important, such as “the”, we

3https://pypi.org/project/profanity-filter/
4https://www.mturk.com/
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concluded that annotations provided by that worker
might be of low quality).

Finally, in Section 2 (questions 25 - 27), an-
notators were asked to choose the most and least
humorous meme from among the four presented.
The examples of questions that were presented to
the annotators are listed in the appendix.

To ensure the quality of the annotations, the task
required workers to be located in the U.S., to have
a Human Intelligence Task (HIT) Approval Rate
greater than or equal to 98%, and to have at least
500 HITs previously approved. In addition, workers
were warned beforehand that the task may contain
adult content, as the “profanity filter” did not suffice
to eliminate all memes with explicit words.

3.3 Post-process
The resulting annotations were first processed to
calculate and compile their BWS scores to obtain
the raw dataset.

To ensure the quality of the annotations, the
following additional post-processing was performed
to produce the post-processed dataset.

• Only the annotations on which workers spent
more than ten seconds per question were used.

• Memes which annotators identified as “Not in
English” were not used.

• Only memes annotated by more than three
people annotated after the other two post-
processes were conducted, were used.

This filtering process has reduced the number
of human-annotated memes to 6,900 for the post-
processed dataset.

3.4 Refining to Filter-out Interpersonal
Differences in Perception of Humor

As previous studies have shown that perceptions
of humor may be influenced by individual person-
ality characteristics, we analyzed the correlation
between differences in BWS score (𝑑) and human
agreement (𝑎) to explore how this influence af-
fected our dataset. To do so, we first derived a
total of 39,045 hierarchical pairs from the 7,809
annotated four-tuples which were used to create
the post-processed dataset. (For example, when an
annotator chose 𝐴 as most humorous and 𝐷 as least
humorous from among four choices 𝐴, 𝐵, 𝐶, 𝐷,
we derived five hierarchical pairs 𝐴 > 𝐵, 𝐴 > 𝐶,
𝐴 > 𝐷, 𝐵 > 𝐷, and 𝐶 > 𝐷.) Then, for the 39,045
pairs that were retrieved, 𝑑 was defined as follows,

Figure 2: The figure shows the relationship between BWS
score difference and human agreement. Blue dots with a blue
connecting line represent the average human agreement 𝑎, and
black bars represent their standard errors.

given the calculated BWS scores of meme A (𝑆𝑎)
and B (𝑆𝑏).

𝑑 = |𝑆𝑎 − 𝑆𝑏 | (1)

Then, let us consider 𝑁𝑐 as the number of hierar-
chical pairs matching the hierarchical relationship
derived from the BWS score, and 𝑁𝑤 as the number
of hierarchical pairs which contradict the hierarchi-
cal relationship derived from the BWS score (e.g.,
given a pair of memes 𝐴 and 𝐵 with BWS score of
𝑏𝐴 = 1 and 𝑏𝐵 = −1, and if we derived the three
following hierarchical pairs (𝐴 > 𝐵), (𝐴 > 𝐵),
(𝐴 < 𝐵), then 𝑁𝑐 and 𝑁𝑤 would be 𝑁𝑐 = 2 and
𝑁𝑤 = 1). Human agreement 𝑎 is defined and
calculated as follows.

𝑎 =
𝑁𝑐

𝑁𝑐 + 𝑁𝑤

(2)

Finally, BWS score differences were binned with
a unit of Δ𝑑 = 0.07, and the average human agree-
ment scores were calculated. The result is shown
in Figure 2.

It was observed that for meme pairs with a BWS
score of more than 1.0, the average of human agree-
ment reached around 0.9, and for those with a
BWS score of more than 1.4, the average of human
agreement was close to 1.0.

Therefore, we conducted an additional refining
process to eliminate examples with BWS scores
between -0.5 and 0.5. This refined dataset can be
considered to contain memes that are mostly not
influenced by interpersonal differences in humor
perception. The refined dataset includes 1,450
annotated memes.
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(a) Relationships between BWS score and ranks for the dataset
before refinement.

(b) Relationship between BWS score and rank for the refined
dataset.

Figure 3: The figures show the relationship between BWS
score and rank for the refined dataset. Blue dots represent
examples of memes, and the red line indicates the hypothetical
case of a uniform distribution of BWS scores.

3.5 Dataset Statistics

Figure 3 shows the relationship between BWS score
and rankings of memes based on their BWS score
for the dataset before and after refinement. It may
be observed that before refinement, there were
fewer examples with a BWS score close to 1 or -1
compared to those close to 0.

In terms of the refined dataset, there was a large
gap between ranks 200 and 900. This means that
examples with a BWS score of 0.5 or -0.5 constituted
about half of the dataset, and examples with scores
more than 0.5 or less than -0.5 were uniformly
distributed.

In Figure 4, we provide two examples of memes
from the refined dataset. These are examples of
memes for which annotators were consistent regard-
ing their degree of humor.

(a) An example of memes
in the refined dataset with
a BWS score of 1.

(b) An example of
memes in the refined
dataset that has a BWS
score of -1.

Figure 4: This figure presents two examples of memes from the
refined dataset. Annotators were consistent in their evaluation
of the humor of these two memes.

To evaluate the consistency of the annotations
in each dataset, we examined split-half reliability
(SHR). SHR was calculated by first randomly split-
ting the annotation tasks into two halves. Thus,
of the 3,801 tasks published on AMT, 1,900 tasks
were designated as group A, and the other 1,901
tasks were designated as group B. Then, memes
in each group were subjected to post-processing
and the BWS scores of the memes were calculated
separately. Finally, we analyzed Spearman’s rank
correlation coefficient between two rankings of
memes based on the BWS scores calculated from
groups A and B. As may be observed from Figure
5, the refinement process was able to eliminate
examples that involved inconsistency in the percep-
tion of humor by annotators to improve the rank
correlation coefficient.

3.6 Comparison with Other Meme Datasets
A comparison between our newly created dataset
and some existing meme datasets is shown in Table
1. The ImgFlip575K Meme Dataset5 compiles
memes from the meme-generating website Imgflip6.
While this dataset is exceptionally large, it does
not include humor annotations by humans. The
Memotion Dataset 7k was created for the sentiment
analysis competition task in (Sharma et al., 2020).
Although this dataset includes humor annotations
created by human annotators, they were created
using a rating scale, which is known to create
biases in annotations (Kiritchenko and Mohammad,
2016). In comparison, our post-processed dataset
is comparable to the Memotion dataset in size,
while ensuring the reliability of annotations via the
comparative annotation method and filtering post-

5https://github.com/schesa/ImgFlip575K_Dataset
6https://imgflip.com/
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(a) Correlation between binned BWS scores for memes in
group A and group B for the dataset before refinement.

(b) Correlation between binned BWS scores for memes in
groups A and B for the refined dataset.

Figure 5: The figures show the correlation between BWS scores for memes in groups A and B. To obtain this figure, BWS scores
were binned in to 5 bins (-1 to -0.6, -0.6 to -0.2, -0.2 to 0.2, 0.2 to 0.6, 0.6 to 1). The darkness of each hexagon represents the
number of memes plotted in each spot, with darker shades representing more memes. The Spearman’s rank correlation coefficient
for the post-processed dataset was 0.01, whereas that of the refined dataset was 0.52.

processing. Finally, to the best of our knowledge,
our refined dataset is the only available dataset that
considers interpersonal differences in the perception
of humor and includes examples with consistent
annotations.

4 Meme Evaluation Model Based on the
Incongruity Theory

Studies have shown that many memes exhibit incon-
gruities between images and their captions, which
express humor (Yus, 2021). Therefore, we hypoth-
esized that a module designed explicitly to extract
incongruities between an image and its caption
would improve a model’s ability to classify whether
a given meme is humorous.

To extract incongruities between image and text,
we propose an incongruity extraction module con-
sisting of CLIP image and text encoder (Radford
et al., 2021), which is highlighted in orange in Fig-
ure 6. In this proposed method, a template image
and caption are each fed into the corresponding
pretrained CLIP encoder to obtain feature vectors
of both the image (𝒗I ∈ R512) and the caption
(𝒗T ∈ R512). Since pretrained CLIP encoders are
trained such that the encoded feature vectors of a
similar image and caption are located close to each
other in the same latent space, we hypothesized that
a feature vector 𝒗CLIP ∈ R512 calculated by equation
3 would include encoded semantic information on
the relativity of the input image to the input caption.

𝒗CLIP = 𝒗I − 𝒗T (3)

Figure 6: The figure shows an overview of the proposed method,
which combines a module designed to extract incongruity
between image and text with a ViLT encoder. In the incongruity
extraction module, highlighted in orange, feature vectors of
a template image and caption are extracted using the CLIP
image and text encoders. The two resulting feature vectors are
then subtracted and concatenated with the output of the ViLT
encoder to be fed into an MLP. The numbers written next to
the arrows represent the dimension of each vector.

We considered this information encoded in 𝒗CLIP

to be useful in determining the level of incongruity
between an image and its caption because image-
text incongruity can be considered as a type of
semantic relationship between image and text.

After obtaining 𝒗CLIP as a feature representing
incongruity between an image and a caption, 𝒗CLIP

is concatenated with the output features of a ViLT
encoder (𝒗ViLT ∈ R768) and fed into a multilayer
perceptron (MLP) model to predict whether a given
meme is humorous, as shown in Figure 6.
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Dataset Instances Humor Annotation
by Human

Annotation
Method

Ensured Reliability
of Annotation

Ensured Consistency
of Annotation

ImgFlip575K 575,948
Memotion 6,991 ✓ Rating-scale

Raw (Ours) 7,500 ✓ BWS
Post-processed (Ours) 6,900 ✓ BWS ✓

Refined (Ours) 1,450 ✓ BWS ✓ ✓

Table 1: Comparison of our datasets to other meme datasets. Our post-processed dataset is comparable to the Memotion Dataset
7k in size, with the advantages of guaranteed reliability via BWS and the additional filtering processes. Our refined dataset
ensures the consistency of the included humor annotations.

5 Experiments

5.1 Experimental Setting
To compare and evaluate the performance of the
proposed method with the other models compared
on the task of classifying humor in memes, we used
1,411 memes in the refined dataset with both upper
and lower captions.

To train and evaluate the models, we conducted
a ten-fold cross-validation, in which 1,411 memes
were randomly divided into ten subsamples such
that all memes with the same template image be-
longed to the same subsample. The memes were
distributed such that all subsamples had approxi-
mately the same amount of memes. The subsample
with a minimum number of memes had 131 memes,
and that with a maximum number had 153.

To evaluate the models, each model was trained
and evaluated ten times with the data divided into
training, validation, and testing sets with a ratio
of 8:1:1. For each evaluation step, the weight of
the model that achieved the highest classification
accuracy on the validation set was chosen to be
evaluated on the testing set. We recorded classifi-
cation accuracy scores calculated on ten different
testing sets.

In addition, to minimize the effect of random
initialization of the MLP model on the results of the
evaluation, we conducted ten-fold cross validation
with eight runs over different random seeds. There-
fore, a total of 80 accuracy scores were obtained
from each model, and the average accuracy score
and standard error for each model were used for
quantitative comparisons.

5.2 Models for Comparison
To validate the performance of the proposed model,
we experimented with two additional models.

The first model encoded meme template images
and captions into visual and textual features using
a pretrained ViLT model (Kim et al., 2021b). As

meme captions can be divided into upper and lower
captions, a [SEP] token was inserted between these
two parts before they were transformed into word
embeddings. The output features of the ViLT
encoder were then fed into an MLP model designed
to output the probability with which a given meme
could be classified as humorous.

In our proposed model, we supposed that the
subtracted features of CLIP represented incongruity
between an image and its caption, and considered
this useful to improve performance on the humor
classification task. To validate this statement, we
implemented another model which did not subtract
features provided by CLIP, but instead concatenated
both encoded features of images and their captions
to the ViLT output.

5.3 Parameters and Optimization Settings

All models in the experiment used three-layer MLPs
with two hidden layers with a dimension of 768.
A dropout layer with a dropout probability of 0.5
was added to all models to prevent overfitting. The
models were trained with the objective of minimiz-
ing the binary cross-entropy loss using the Adam
optimizer (Kingma and Ba, 2015). The weight
decay parameter was set as 0.01, and the learning
rate as 0.0001 for all models.

6 Results and Discussion

6.1 Quantitative Analysis

The result of the experiment is shown in Table 2.
From the Table, it was observed that the proposed
model (ViLT + CLIP incongruity) outperformed
all other models for comparison. First, the pro-
posed model was able to achieve around 5% better
results compared to the model using only ViLT.
This shows that the module designed to extract
incongruities between image and text improved per-
formance. Furthermore, the proposed model also
outperformed the model that used ViLT and full
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Model Accuracy

ViLT 53.0 ± 0.2

ViLT+CLIP full feature 56.7 ± 0.4

ViLT+CLIP incongruity 57.7 ± 0.4

Table 2: The table show results of humor classification perfor-
mance of the proposed model (ViLT + CLIP incongruity) and
the other models compared.

CLIP features. This further strengthens our propo-
sition that a model able to extract incongruities
between image and text performs well in evaluating
humor in memes, as the subtraction process of our
proposed model extracted incongruities more ex-
plicitly compared to the baseline model using full
CLIP features.

6.2 Qualitative Analysis
We also performed a qualitative analysis of the
results to explore the characteristics of the proposed
model. To conduct the analysis, we analyzed the
classification results of the same testing set for all
models used in the experiment.

We first recognized that both ViLT and the pro-
posed model were able to identify memes with
BWS scores greater than 0.7 as humorous with high
accuracy. Out of ten memes with a BWS score
greater than 0.7, ViLT was able to correctly identify
nine as humorous, and the proposed model was
able to correctly identify all ten. This signifies
that memes that almost all annotators agreed were
humorous were evaluated accurately by both ViLT
and the proposed model.

In addition, the proposed model also outper-
formed other models in evaluating memes with
BWS scores less than 0.7. Figure 7 shows two
examples of memes that only the proposed model
was able to correctly identify as humorous. The
two memes involve incongruity between the image
and the caption. The meme on the left is humor-
ous because of the incongruity of an adult man
making a childish statement about not wanting to
do homework. In addition, the meme on the right
also involves an incongruity between the image and
the caption; it shows an intimidating man with a
serious face, but the caption is pointing out a trivial
notion, mocking people who post their every meal
on social media.

In contrast, some examples of the analyzed
memes showed a limitation of the proposed model;
for some meme image templates, the proposed
model seems to have output the classification based

(a) This meme is humor-
ous because of the incon-
gruity of an adult man
making a childish state-
ment about not wanting
to do homework.

(b) This meme is humor-
ous because of the incon-
gruity between an intimi-
dating man with a serious
face and the trivial notion
of mocking people who
post their every meal on
social media.

Figure 7: The figures show two examples of memes with
image-caption incongruity, which only the proposed model
was able to correctly identify as humorous.

only on the image. For example, for all memes
created from a template image called “sad-trooper”,
the proposed model predicted the memes as not
being humorous regardless of their captions. While
we could not identify the cause of this limitation, it
is possible that for some template images, the image
feature vector obtained by CLIP was embedded in
a space far from the embedded vectors of other
meme image templates and captions. This would
produce subtracted feature vectors that are almost
the same for all memes with a given image template
regardless of their captions.

7 Conclusion

Constructing a computational system to evaluate hu-
mor in memes is difficult due to the lack of datasets
of memes with reliable and consistent humor annota-
tions and the complexity of searching and extracting
cross-modal incongruities between images and their
captions. To overcome these challenges, we first
created a dataset of memes annotated using BWS
and proposed a refining process which was able to
eliminate examples of memes affected by interper-
sonal differences in the perception of humor. Then,
we used the refined dataset to train and validate the
effectiveness of the proposed method, which was
designed to extract incongruities between images
and their captions to accurately classify whether
a given meme is humorous. The experimental re-
sults showed that the proposed model was able to
extract and utilize incongruities between images
and their associated captions to outperform other
multi-modal models on the humor classification
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task. This demonstrates the importance of using
features that represent incongruities when evaluat-
ing humor in memes. Possible future work includes
using the features representing incongruities not
only to evaluate but also to generate new humorous
memes from text or image input.
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A Appendix

A.1 AMT Interface for Annotating Humor in
Memes

In this section, we provide examples of the inter-
face shown to annotators of AMT to obtain humor
annotations of memes.

In Section 1 (questions 1 - 24), annotators were
first asked to select one of three choices on their

understanding of the meme provided, as shown in
Figure 8. Memes identified as not in English were
eliminated in the post-process.

Then, annotators were asked to write up to three
words in the caption that were necessary to un-
derstand the meme, as shown in Figure 9. If the
presented meme was not in English, the annotators
were asked to input “NIE” in the first box and leave
the other two boxes blank. It was designed such
that if an annotator entered a word that is not in the
meme presented, the interface would show an error
saying, "You may not input a word that is not in the
caption".

The two questions shown in Figure 8 and 9
were asked for 12 separate memes within a task,
constituting the first 24 questions presented to the
annotators.

Finally, in Section 2 (questions 25 - 27), an-
notators were asked to choose the most and least
humorous meme from among the four presented, as
shown in Figure 10. It was ensured that annotators
could not select the same meme as most and least
humorous. Memes presented in questions 25 - 27
are identical to the memes that were annotated in
questions 1 - 24.
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Figure 8: AMT interface asking annotators to select their understanding of the meme. Annotators were asked to choose whether
they understood the humor in the meme or if the meme was not in English. This question was used to filter-out memes that were
not in English. This question was asked for 12 separate memes in each task.
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Figure 9: AMT interface asking annotators to write up to three words that are necessary to understand the meme. This question
was used to extract important words to understand the humor in memes (humor anchor).
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Figure 10: AMT interface asking annotators to choose the most and least humorous meme out of the four presented. The
annotations were used to calculate the BWS score of each meme.


