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Abstract

Transformer based language models have been
widely adopted by industrial and research or-
ganisations in developing machine learning ap-
plications in the presence of limited annotated
data. While these models show remarkable re-
sults, their functioning in few-shot settings is
still poorly understood. Hence, we perform an
investigative study to understand the character-
istics of such models fine-tuned in few-shot se-
tups. Specifically, we compare the intermediate
layer representations obtained from a few-shot
model and a pre-trained language model. We
observe that pre-trained and few-shot models
show similar representations over initial layers,
whereas the later layers show a stark deviation.
Based on these observations, we propose to
freeze the initial Transformer layers to fine-tune
the model in a constrained text classification
setup with K annotated data points per class,
where K ranges from 8 to 64. In our experi-
ments across six benchmark sentence classifi-
cation tasks, we discover that freezing initial
50% Transformer layers not only reduces train-
ing time but also surprisingly improves Macro
F1 (upto 8%) when compared to fully trainable
layers in few-shot setup. We also observe that
this idea of layer freezing can very well be gen-
eralized to state-of-the-art few-shot text classi-
fication techniques, like DNNC and LM-BFF,
leading to significant reduction in training time
while maintaining comparable performance.

1 Introduction

The immense success of pre-trained language mod-
els (PLMs), such as BERT (Devlin et al., 2019) has
significantly fueled their adoption to several real
world NLP applications. However, the massive pa-
rameterization of these models inherently assumes
access to large training data to fine-tune them for
specific tasks. Collection of such large high qual-
ity annotated data is not only time-consuming but
also a costly exercise. This gives rise to a re-
search stream specifically focused towards develop-

ing techniques that help adoption of these models
in a highly constrained setting, where only a small
annotated dataset is available, a setup commonly
referred to as low resource setting. Recent years
have witnessed significant advancements in pop-
ular low-resource settings like - Weak Supervised
Learning (Zhang et al., 2022; Wang et al., 2019),
Zero-Shot Learning (Zhong et al., 2021; Ye et al.,
2022) and Few-Shot Learning (Brown et al., 2020;
Gao et al., 2021). Despite the success of these tech-
niques, their functioning still remains a mystery.
There has been a significant amount of work done
on interpretability of representations learnt by these
language models in presence of large task-specific
data (Phang et al., 2021; Fayyaz et al., 2021; Kumar
et al., 2021). However, understanding the represen-
tations learnt in presence of few-shot examples is
relatively less studied. Hence, in this paper, we
attempt to compare and contrast the characteristics
of representations learnt by a BERT-style language
model in presence of large as well as few-shot train-
ing examples with the intention to learn better few-
shot models.

Our work is primarily motivated from the find-
ings of Phang et al. (2021), where the authors per-
form a study to investigate the similarities and
differences between the representations learned
by PLMs and task-tuned models. We replicate a
similar analysis on RoBERTa-base model, where
we compare the representations obtained from the
PLM and those obtained by fine-tuning it on SST-
2 task in an oracle setup. We refer to an oracle
setup, as an ideal setting where the entire PLM is
fine-tuned on a specific task in presence of a large
training dataset. We use centered kernel alignment
(CKA; (Kornblith et al., 2019)) to measure similar-
ity of representations as this is also the metric used
by the authors for comparison. We observe that
the representations obtained from initial layers of
a fine-tuned model show high degree of similarity
with those obtained from a pre-trained RoBERTa-
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base model (Figure 1a). On the other hand, the rep-
resentations from later layers highly deviate from
the pre-trained model. This is also coherent with
the observations reported by Phang et al. (2021) on
ALBERT (Lan et al., 2020) model. Additionally,
we compare the similarity of representations ob-
tained from PLM to those obtained by fine-tuning it
with K-shot examples, where we randomly sample
K = 8 training examples per class for fine-tuning.
We find that a similar nature of observations exists
in case of K-shot model (Figure 1b), implying that
most of the task-specific information is learnt in
later half of the Transformer layers irrespective of
the size of training data used for fine-tuning.

Thus, based on the results from Figure 1, we
observe that the representations from models fine-
tuned in both oracle and few-shot setups capture
linguistic properties similar to that of PLMs at the
initial layers. Hence, we conjecture that the ini-
tial layers can be frozen while training models in
few-shot setup. We hypothesize that the reduced
parameter space post such layer freezing would
help learn better few-shot models.

In this work, we perform a comprehensive study
of the impact of freezing specific layers while fine-
tuning language models on six popular sequence
classification tasks in a constrained setup where
we have access to limited dataset of K annotated
examples per class, where K ∈ {8, 16, 32, 64}.
Specifically, our research contributions include:

• We show that initial 50% of the Transformer
layers can be safely frozen while maintain-
ing performance equivalent to or better than
model fine-tuned with fully trainable layers
in a few-shot setup. Our results indicate that
this observation not only holds true for vanilla
fine-tuning but also can be generalized to state-
of-the-art (SOTA) few-shot techniques.

• We observe significant reductions in training
time across K values for SOTA few-shot mod-
els and specifically lower K values for vanilla
fine-tuning. This further helps justify our hy-
pothesis that the reduction in parameter space
due to freezing Transformer layers helps in
faster convergence of the model in a few-shot
setup. Moreover, the reduced training time
further leads to broader environmental impact
due to reduced carbon footprint (Patterson
et al., 2021).

• While simply fine-tuning the classification

Figure 1: CKA similarity matrix based on <s> repre-
sentations for: a) Pre-Trained (X-axis) vs Fine-Tuned
on full training set (Y-axis), b) Pre-Trained (X-axis) vs
Fine-Tuned with 8-shot examples (Y-axis)

head (100% of the Transformer layers frozen)
might seem to be an intuitive choice for train-
ing few-shot models, given the significantly
low size of training data, our experiments
demonstrate that this strategy never helps and
some proportion of Transformer layers are al-
ways required to be trainable.

• Most notably, while there has been a signifi-
cant work on studying the representations of
PLMs and the impact of freezing specific lay-
ers on a variety of NLU tasks, to the best of
our knowledge, this is the first work that stud-
ies these aspects in a few-shot setup.

2 Problem Setup

2.1 Task Formulation

For the purpose of this study, we assume access to
a pre-trained language model, L. The end goal is
to utilize L to learn a text classifier M for task D
with a label space C = {c1, c2, ..., cn}. We further
assume a training set Dtrain for the task D, with
only K training examples per class such that the to-
tal number of training examples, Ktotal = K × |C|
and Dtrain = {xi, yi}Ktotal

i=1 . For model selection
and hyper-parameter tuning, we assume a valida-
tion set Dval which is of the same size as that
of the training set Dtrain, i.e, |Dval| = |Dtrain|.
This constraint is significantly important as it con-
forms to the goal of learning in a low resource
setting. Finally, we assume an access to an un-
seen test set, Dtest = {xtesti , ytesti } for evaluation
of M on task D. For all our experiments, unless
stated otherwise, we use L = RoBERTa-base and
K ∈ {8, 16, 32, 64}.
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2.2 Datasets

We conduct a systematic study across three binary
classification tasks - CoLA (Warstadt et al., 2019),
SST-2 (Socher et al., 2013) and Subj (Pang and
Lee, 2004) and three multi-class classification tasks
- AG News (Zhang et al., 2015), SST-5 (Socher
et al., 2013) and SNIPS (Coucke et al., 2018). For
AG News and Subj tasks, we do not have readily
available validation sets, Uval . Hence, we ran-
domly sample 20% of the examples from the train-
ing set to create a validation set for these tasks.
For CoLA, SST-2 and SST-5 tasks, we use their
official validation sets. Similarly, for CoLA, SST-
2 and SST-5 we do not have annotated test sets,
Utest. Hence, we randomly sample 10% of the
examples from the training set to create unseen
test sets, whereas we use the official test sets for
AG News and Subj tasks. The remainder of the
training set is referred to as Utrain. For model de-
velopment, we finally obtain subsamples Dtrain

and Dval from Utrain and Uval respectively for
each K ∈ {8, 16, 32, 64} as described in section
2.1 such that Dtrain ⊂ Utrain and Dval ⊂ Uval.
Note that for each of the tasks, we use a com-
mon test set for reporting model performance, i.e.
Dtest = Utest for each K ∈ {8, 16, 32, 64}.

3 Experimental Setup

Based on the findings of Phang et al. (2021) and
our experimental results in Figure 1, we inves-
tigate the impact of freezing Transformer layers
on training a model in a K-shot setup, where
K ∈ {8, 16, 32, 64}. We hypothesize that freez-
ing particular layers would significantly reduce the
parameter space which would in-turn benefit the
process of fine-tuning a PLM specifically when
we are operating in a constrained setup where we
have access to only a limited number of annotated
training examples. In order to test this hypothe-
sis, we freeze the first N% of Transformer lay-
ers while fine-tuning L on task D. Specifically,
we start with N = 0 which resembles fully train-
able Transformer layers and sequentially vary N in
steps of 25. We continue this until N = 100 where
we freeze the entire RoBERTa architecture allow-
ing only the classification head to train. We study
this setup on both vanilla fine-tuning and state-of-
the-art (SOTA) few-shot techniques for fine-tuning
RoBERTa-base model on each of the benchmark
datasets described in Section 2.2.

3.1 Vanilla Fine-Tuning

Given a pre-trained language model L and text se-
quence x, we first obtain a tokenized sequence x̄.
Each sequence x̄ is prefixed with a start of sentence
token <s> and suffixed with end of sentence to-
ken </s>. The language model L is then used
to map x̄ to a sequence of hidden states hp, such
that hp ∈ Rd, where d = dimensionality of the
hidden vector space. For fine-tuning the model
on task D, we add a task specific classification
head, softmax(Wh<s>) , which returns a prob-
ability distribution over the label space C. Here,
W ∈ R|C|×d represents the randomly initialized
weights at the start of the training, whereas h<s> is
the hidden vector representation of <s> token. We
further freeze N% of layers as per the approach
described in Section 3. Finally, we train the en-
tire network for a maximum of 10 epochs on a T4
GPU to minimize the cross-entropy loss. How-
ever, during training, we use early stopping criteria,
where we utilize validation loss as the metric to
choose the best checkpoint. Specifically, we stop
the training, if validation loss does not improve
for five consecutive evaluation steps. We perform
a hyper-parameter sweep over the range - learn-
ing rate ∈ {1e − 5, 5e − 5, 1e − 4}, batch size
∈ {4, 8, 16, 32} and choose the best setting as eval-
uated on Dval. Additionally, it is well-known that
fine-tuning based on small data suffers from insta-
bility and the results may significantly vary based
on choice of data split (Zhang et al., 2021). Hence,
we report average performance and training times
across 5 different Dtrain and Dval splits.

We specifically use vanilla fine-tuning approach
for our experiments because it coheres with the
standard fine-tuning of language models and is usu-
ally quoted as a baseline in SOTA few-shot tech-
niques. Hence, benchmarking our methodology
on vanilla fine-tuning allows us an opportunity to
test the limits to which the performance of such a
simple yet effective system can be pushed to.

3.2 SOTA Few-Shot Classification

In order to investigate the generalizability of our
observations, we validate our experimental set-
tings with layer freezing on following SOTA few-
shot techniques. We utilize the original code-base
open-sourced by the authors for the following tech-
niques and report the results in terms of Macro F1
and training times as obtained from their training
pipelines.

240



z

Figure 2: Comparison of Macro F1 (Y-axis) using vanilla fine-tuning post freezing of Transformer layers. In about
77% of the settings with upto 50% layers frozen, we observe an improvement in Macro F1 over fully trainable setup.

3.2.1 DNNC

DNNC (Zhang et al., 2020) is a state-of-the-art
model that leverages nearest neighbor classifica-
tion schema to perform few-shot text classification.
Specifically, it uses the training data to create pos-
itive and negative examples that include ordered
pairs of training data points belonging to the same
class and different classes, respectively. It further
uses BERT-style model pre-trained on natural lan-
guage inference (NLI) task to fine-tune a binary
classifier to estimate the best matching training
example for a user input. The matched training
example is then used to infer output class label. We
specifically choose this model for benchmarking
our setup since it is one of the commonly adopted

few-shot techniques that demonstrated comparable
performances in few-shot and oracle setups.

3.2.2 LM-BFF

We utilize LM-BFF (Gao et al., 2021), that uses
a prompt-based approach to fine-tune a PLM in
few-shot setup. A prompt refers to a human or ma-
chine generated natural language instruction that
is indicative of the underlying task that a PLM is
supposed to be fine-tuned on. Specifically, LM-
BFF augments the input with a prompt consisting
of a <mask> token. This re-formulates the text
classification task into a masked language mod-
elling (MLM) task, wherein L can be fine-tuned
using MLM objective to maximize the probability
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Figure 3: Comparison of training time (Y-axis) using vanilla fine-tuning post freezing of Transformer layers. In 79%
of the settings with K = 8 and K = 16, we observe an improvement in training time over fully trainable setup.

of predicting the word that best resembles the task
label corresponding to the input. We choose this
approach for our benchmarking since it resulted in
state-of-the-art performance over standard few-shot
fine-tuning techniques. Moreover, prompt-based
setups are becoming increasingly popular in the
field of few-shot learning and benchmarking on
LM-BFF allows us to validate the generalizability
of our proposed method on recent approaches.

4 Results and Discussions

The results obtained from experiments with vanilla
fine-tuning and few-shot classification methods
have been summarized in Figures 2, 3, 4 and 5.

4.1 Effect of Freezing Layers on Vanilla
Fine-Tuning

4.1.1 On Model Performance

For SST-2 task, we observe that freezing 25% and
50% of Transformer layers outperforms fully train-
able setup by an absolute margin of 6% and 5%
in Macro F1, respectively for K = 8 (refer Fig-
ure 2). A similar trend is also observed for higher
values of K (=16, 32 and 64) where freezing upto
50% of Transformer layers consistently improves
Macro F1 over fully trainable setup by a margin
of upto 6%. This implies that the reduction in pa-
rameter space indeed benefits fine-tuning when we
are operating in a few-shot setup. This further co-
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Figure 4: Comparison of Macro F1 (Y-axis) using few-shot methods post freezing of Transformer layers. In 81% of
the settings experimented above, we observe an improvement in Macro F1 over fully trainable setup.

heres with our observations in Figure 1, where the
representations obtained from initial layers of task-
tuned model show a high degree of similarity with
those obtained from the pre-trained model. Thus,
making these layers trainable does not help learn
any additional properties specific to the SST-2 task,
instead it hurts the performance when trained in a
few-shot setup. Furthermore, we observe a simi-
lar trend for other tasks (AG News, SST-5, CoLA,
Subj and SNIPS) where freezing upto 50% of the
transformer layers generally results in comparable
or better performance. This further strengthens our
claim that the first 50% of the Transformer layers
can be safely frozen while fine-tuning the model in
a few-shot setup.

Interestingly, further freezing of layers (>50%)
starts showing a downward trend in Macro F1 over
SST-2 task for K ∈ {8, 16, 32, 64} implying that
freezing these layers prevents the model from learn-
ing information useful for the task, which it was
able to learn when only 50% of the layers were
frozen. These observations are consistent with our
findings in Figure 1, where the representations from
later half of the Transformer layers show stark dis-
similarity with those from the PLM implying that

these layers are primarily responsible for learning
task-specific information. Specifically, when we
freeze 100% of the Transformer layers, we observe
that the results show strong alignment with the
above findings where it consistently leads to lower
performance compared to other setups. It is a com-
mon practice to freeze the entire encoder while
allowing only the classification head to be trainable
while working with low resource setups. Surpris-
ingly, our results suggest that this approach leads
to sub-optimal results on all our datasets and one
can achieve significantly better results with partial
or no layer freezing.

On the other hand, when we freeze 75% of the
layers, we see some uncertainty in the trend across
tasks and K-values. We hypothesize that this could
either be due to proximity to the inflection point
where the behavior between similarities of rep-
resentations between task-tuned and pre-trained
model changes or due to certain characteristics in
the similarity pattern that are peculiar to specific
tasks. However, we leave this idea for further ex-
ploration as a part of future work.
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Figure 5: Comparison of training time (Y-axis) using few-shot methods post freezing of Transformer layers. In
100% of the settings experimented above, we observe an improvement in training time over fully trainable setup.

4.1.2 On Model Convergence

For SST-2 task, we observe that increasing the num-
ber of frozen layers from 0− 100% leads to a de-
creasing trend in training times for lower values of
K(= 8, 16). Since we are using early stopping cri-
teria, this ensures that we are specifically looking
for convergence of the evaluation loss. Thus, the re-
duction in training time is not only due to reduced
computations due to layer freezing but also an ef-
fect of faster convergence due to the reduced param-
eter space. Moreover, we observe a similar trend
for other datasets which further strengthens our
claim that layer freezing results in reduced training
time for vanilla fine-tuning. We do observe certain
exceptions, for example higher training time on
CoLA for K = 16 with 100% frozen layers which
could be due to the general instability of few-shot
setups (Zhang et al., 2021; Dodge et al., 2020).

Furthermore, for higher values of K, we observe
a mixed trend in training time with increasing num-
ber of frozen layers. This is primarily because
higher K leads to more gradient updates leading to
higher possibility of deviations from local optima
thus affecting the model convergence. We consis-
tently observe this uncertainty in training times for

higher values of K across tasks.

4.2 Effects of Freezing Layers on SOTA
Few-Shot Classification Techniques

We further investigate the generalizability of pro-
posed layer freezing approach on SOTA few-shot
techniques. Based on our experimental results on
vanilla fine-tuning, we observe that freezing be-
yond 50% of the layers generally degrades perfor-
mance across our experiments (Figure 2). Hence,
we only experiment with freezing upto 50% of the
Transformer layers in case of SOTA few-shot mod-
els. We observe a similar trend in Macro F1 where
freezing upto 50% of the layers generally leads to
comparable performance. Moreover, freezing lay-
ers leads to significant drop in training time across
tasks and K values implying that reduced parame-
ter space consistently helps in faster convergence
even in case of SOTA few-shot techniques. Refer
to figures 4 and 5 for detailed results 1.

4.3 Meta Analysis and Key Takeaways
Table 1 consolidates a summary of absolute gains in
Macro F1 and training time with layer freezing for

1We also extend the study to CoLA and Subj tasks and
observe directionally similar results
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25% Layers Frozen 50% Layers Frozen
SST-2

K Vanilla
Fine-Tuning DNNC LM-BFF Vanilla

Fine-Tuning DNNC LM-BFF

∆F1 ∆Time ∆F1 ∆Time ∆F1 ∆Time ∆F1 ∆Time ∆F1 ∆Time ∆F1 ∆Time

8 8.25 56 0.01 12 0.34 39 6.89 66 0.03 21 2.33 49
16 1.60 27 3.69 16 0.11 34 1.92 26 2.18 30 1.82 45
32 2.37 19 1.47 17 2.77 36 2.62 37 1.64 32 2.40 35
64 3.57 30 -0.11 16 0.06 42 7.49 46 0.44 32 0.35 40

AG News
8 -1.15 18 4.00 10 3.26 29 1.93 42 1.34 27 3.57 42

16 2.56 28 3.38 8 0.07 33 4.12 62 3.75 28 0.37 42
32 2.22 41 0.17 7 -0.94 22 2.28 68 2.33 27 -1.63 30
64 1.91 28 -0.64 8 0.49 14 2.32 27 -2.04 27 -0.38 13

Table 1: Comparison of layer freezing strategy across modelling setups averaged across 5 different data splits. How
to read the table?: Let MN be a K-shot model fine-tuned over PLM, L, with N% of the Transformer layers
frozen. (Note that, M0 implies a model with all Transformer layers trainable.) Say, M0 achieves a Macro F1 of
S0% with a training time of T0 seconds and MN achieves a Macro F1 of SN% with a training time of TN seconds,
where N ∈ {25, 50}. We quote the improvement in Macro F1 with N% layer freezing over fully trainable setup as

∆F1 = 100× SN − S0

S0
%. Additionally, we quote the improvement in training time as ∆Time = 100× T0 − TN

T0
%.

Also, a negative value of ∆F1 implies layer freezing degrades the performance as compared to fully trainable setup.

SST-2 and AG News tasks across our experimental
setups. Following are some of the macro-level
insights and takeaways from the analysis:

• In 85% (41 out of 48) of the settings we exper-
imented with, we observe that freezing upto
50% of the layers results in performance bet-
ter than fully trainable setup. Specifically, we
observe that 81% (26 out of 32) of the setups
with DNNC and LM-BFF outperform fully
trainable setup. This further reinforces that
proposed layer freezing can very well be gen-
eralized to SOTA few-shot models.

• We obtain upto 56% and 68% reduction in
training time with vanilla fine-tuning and
SOTA few-shot methods respectively, which
reinforces that freezing transformer layers
leads to faster convergence. Resulting im-
provement in training efficiency leads to a
significant reduction in carbon footprint (Pat-
terson et al., 2021).

• Finally, we note that the reduced parameter
space due to freezing of Transformer layers
prevents the representations from losing out
on the universal linguistic properties learnt by
the pre-trained language model due to over-
fitting on few-shot examples, while allow-
ing more freedom for later layers to learn
task-specific features from few-shot exam-
ples. While, we observe degradation in per-

formance with layer freezing in 6 settings us-
ing DNNC and LM-BFF, we note that 4 of
these settings deviate marginally (less than
1%). We hypothesize that this could be due to
use of default hyperparameters in the training
pipelines released by the authors. We believe,
an exhaustive hyperparameter sweep can help
eliminate these inconsistencies.

5 Prior Work

Recent years have seen significant development in
the field of language modelling using Transformer
(Vaswani et al., 2017) based models like GPT (Rad-
ford and Narasimhan, 2018), BERT (Devlin et al.,
2019), RoBERTa (Liu et al., 2019), etc. A number
of studies have been conducted to identify better
techniques to fine-tune these models on NLU tasks
in both oracle and few-shot settings. Dodge et al.
(2020), Lee et al. (2020), Zhang et al. (2021) fo-
cus on regularization techniques that help stabilize
the fine-tuning of BERT-style models. Specifically,
Zhang et al. (2021) demonstrate that standard pro-
cess of fine-tuning for fixed epochs is sub-optimal
for BERT-like models especially in few-shot set-
ting and hence training for large epochs is required.
Further, Dodge et al. (2020) show that fine-tuning
on small datasets often leads to divergence during
training and a simple yet effective approach like
early stopping can lead to a better model selection.

Due to the tedious and time-consuming nature
of data collection process, few-shot learning has
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recently started gaining popularity. Zhang et al.
(2020) propose DNNC, a nearest neighbor classi-
fication approach that uses NLI-style training to
predict if two inputs belong to the same class. Ad-
ditionally, Gao et al. (2021) use a prompting based
approach to fine-tune a pre-trained language model
in few-shot setup leading to state-of-the-art perfor-
mance without introducing any new parameters.

Parallelly, there has been a surge in works on
interpretability of language models and understand-
ing the patterns in representations learnt by them.
Li et al. (2020) probe attention heads to understand
certain linguistic patterns learnt by BERT. Kumar
et al. (2021) design probing tasks to investigate the
ability of BERT-based language models in under-
standing properties in spoken language. Fayyaz
et al. (2021) discover different localizations of lin-
guistic properties learnt by ELECTRA (Clark et al.,
2020) and XLNET (Yang et al., 2019). On the
other hand, Phang et al. (2021) perform a layer
wise comparison of representations learnt by pre-
trained and task-tuned models. While they perform
an extensive analysis to compare the models in a
setup where a large training data is available, the
validation of these findings in the few-shot setup is
largely unexplored.

6 Conclusions

In this work, we compare the representations ob-
tained from intermediate Transformer layers of
RoBERTa-base model and task-tuned models in
few-shot setup and discover that the linguistic prop-
erties learnt by pre-trained and task-tuned models
at the initial layers are very similar and hence can
potentially be frozen for training models in few-
shot settings. We further study the impact of such
freezing of Transformer layers in a few-shot set-
ting. Our experimental results indicate that freezing
upto initial 50% of the Transformer layers surpris-
ingly leads to performance either comparable to
or better than fully trainable layers in both vanilla
fine-tuning as well as SOTA few-shot models. We
also observe that the reduced parameter space due
to layer freezing leads to faster convergence which
in turn leads to reduction in training time for 8-shot
and 16-shot setups on both vanilla fine-tuning and
SOTA few-shot models across tasks. Specifically,
for few-shot models, this observation can even be
extended to 32-shot and 64-shot setups. Moreover,
layer freezing can be viewed as a medium to fos-
ter sustainable NLP research by reducing carbon

footprint due to improvement in training efficiency.
Finally, our results also establish that a commonly
followed practice of completely frozen encoder
(100% Transformer layers frozen) never helps in
a few-shot setup and a proportion of Transformer
layers are always required to be trainable.

7 Future Work

As discussed in Section 4.1.1, we observe an un-
certainty in performance trends with 75% of the
Transformer layers frozen. In future, we would like
to dive deeper into understanding the potential rea-
sons for such an uncertainty. Additionally, in this
paper, we primarily focused on studying a K-shot
setups with K ∈ {8, 16, 32, 64}, however, we be-
lieve that the idea of partially freezing Transformer
layers can very well be extended to other classes
of low-resource settings, like weak supervision and
hence we would like to further our experiments in
this direction.
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