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Abstract

A wealth of important clinical information lies
untouched in the Electronic Health Record, of-
ten in the form of unstructured textual docu-
ments. For patients with Epilepsy, such infor-
mation includes outcome measures like Seizure
Frequency and Dates of Last Seizure, key pa-
rameters that guide all therapy for these pa-
tients. Transformer models have been able
to extract such outcome measures from un-
structured clinical note text as sentences with
human-like accuracy; however, these sentences
are not yet usable in a quantitative analysis for
large-scale studies. In this study, we developed
a pipeline to quantify these outcome measures.
We used text summarization models to convert
unstructured sentences into specific formats,
and then employed rules-based quantifiers to
calculate seizure frequencies and dates of last
seizure. We demonstrated that our pipeline of
models does not excessively propagate errors
and we analyzed its mistakes. We anticipate
that our methods can be generalized outside of
epilepsy to other disorders to drive large-scale
clinical research.

1 Introduction

The Electronic Health Record (EHR) is a longitudi-
nal catalog that describes patient visits, conditions,
treatments, and well-being; thus, the EHR has sig-
nificant potential for use in clinical informatics. Un-
fortunately, much of the data in the EHR is stored
as unstructured text in the form of hand-typed doc-
tor’s notes, which makes rapid information extrac-
tion traditionally difficult. However, recent devel-
opments in neural models, namely Transformers
(Vaswani et al., 2017) like BERT (Devlin et al.,
2019), have opened up exciting new avenues of
research.

Such developments have been applied to
Epilepsy, a neurological disease characterized by
recurrent unprovoked seizures. In epilepsy, seizure
frequency and the date a seizure most recently
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Figure 1: Schematic figure illustrating overall pipeline.
Extractive question-answering models identify sen-
tences containing seizure frequency and date of last
seizure. These sentences are summarized into standard-
ized formats. Quantities are extracted from these sum-
maries using rules-based quantifiers. Items in blue are
for seizure frequencies, while items in green are for
dates of last seizure. Items in the grey background indi-
cate work previously done in Xie et al. (2022).

occurred on are among the most important clini-
cal outcome measures for patients. In Xie et al.
(2022), we previously used specially finetuned
Bio_ClinicalBERT (Alsentzer et al., 2019) and
RoBERTa (Liu et al., 2019) models to extract, with
human-like performance, sentences with a patient’s
seizure frequency and date of last seizure from clin-
ical progress notes. These sentences contain tem-
poral information and can thus be considered time
expressions (timex).

However, such timex only simplify the problem
of extracting such information from a document to
extracting such information from a sentence, and



370

are not yet usable in a quantitative manner. In this
study, we developed a pipeline that extends our pre-
vious work and normalizes these timex (Figure 11).
We used neural text summarization models to con-
vert the extracted information into a standardized
format, and then applied a simple rules-based quan-
tifier to calculate a quantitative seizure frequency
(in seizures per month), or quantitative datetime
object. Our approach required minimal annotation
and preparation, and can be easily generalized to
other similar tasks.

2 Methods

This retrospective study was approved by the Insti-
tutional Review Board of the University of Penn-
sylvania with a waiver of informed consent.

In Xie et al. (2022), we finetuned
Bio_ClinicalBERT (Alsentzer et al., 2019)
and RoBERTa (Liu et al., 2019) on a combination
of public datasets and proprietary clinical notes to
extract sentences with seizure frequency and dates
of last seizure from clinical notes. We framed this
task as an extractive question-answering problem,
where we asked the model to identify statements
that answered the questions "How often does
the patient have seizures," and "When was the
patient’s most recent seizure?" We demonstrated
that our models achieved human-like performance
relative to clinicians and researchers working in
epilepsy-related research.

Quantifying seizure frequency and dates of last
seizures from these sentences is therefore a timex
normalization task, which seeks to convert a timex
statement like "Their last seizure was on 7/9/2013"
into the datetime object 2013-07-09 00:00:00.
More difficultly, seizure frequency and date of
last seizure are represented in a number of non-
standardized ways by clinicians, precluding the
use of simple rules-based quantification. We char-
acterize broad categories and provide illustrative
examples of such representations in Table 1. Note
that such representations are often encapsulated
by surrounding text (e.g. "They continue to have
nocturnal convulsive seizures twice per week"),
and that each category has internal variance (e.g.
"seizure weekly" vs. "seizures once per week"). To
accommodate these representations, we split our
timex normalization process into two steps: simpli-

1Our examples are date-shifted and gender neutralized
when applicable to preserve patient privacy and HIPAA com-
pliance

Frequency
Format Example
Classical "weekly basis", "twice per week"
Implied "first day of their menses"
Calendar "January: 1, February: 3, ..."
Timepoint "Since last visit... 3 seizures"

Last Seizure
Format Example
Explicit "Last seizure was 3/2012"
Implicit "Seizure free since 2001"
Timepoint "...2 or 3 years ago"

Table 1: Broad categories of seizure frequency and date
of last seizure formats with corresponding examples.

fication and quantification.
We first attempted to simplify each sen-

tence into a standardized format: "X per Y
[day/month/year/visit]" (e.g. "1 per 1 week") for
seizure frequencies, and "[Month] [Day] [Year]" or
"X [day/month/year] ago" (e.g. "January 2012" or
"3 years ago") for date of last seizure. We frame
this task as an abstractive text summary problem:
given a sentence containing a seizure frequency or
date of last seizure, we summarize the main com-
ponent of the sentence, the frequency or date, into
a standardized template. We manually annotated
the 1,000 sentences of seizure frequency and 1,000
sentences of the date of last seizure previously gen-
erated by our models in Xie et al. (2022) with the
formatted summaries; for example, "Two episodes
of staring in the past 6 months" was annotated with
"2 per 6 months", and "Their last seizure was on
7/9/2013" was annotated with "July 9 2013". We
then split them into training and testing sets, with
700 sentences for training, and 300 for testing. We
also created concrete values for subjective state-
ments (i.e. "many", "few", etc...) (Appendix A).

We finetuned two T5-large models (Raffel et al.,
2020) using Huggingface (Wolf et al., 2020), on
the training sets and made predictions on the test
sets. One T5-large model summarized sentences
of seizure frequency, while the other summarized
sentences of last seizure. We used Huggingface’s
default parameters for text summarization and did
not perform any hyperparameter optimization.

We then developed a rules-based quantifier that
normalizes a frequency summary into a numer-
ical value, and converts a date summary into
a datetime object. For summaries of seizure
frequency, we take the "X" value in "X per Y
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Sentence Summary Quantity
Seizures persisted throughout their life, ap-
proximately once a year

1 per 1 year 0.0833

... Jan 5 clusters, Feb 10 clusters, March 4
clusters, April 8 clusters

4 per 6 month∗ 6.75

Two episodes of staring in the past 6 months 2 per 6 months 0.333
Their last seizure was on 7/9/2013 July 9 2013 2013-07-09 00:00:00
Last event was 4 or 5 years ago 4 years ago 2012-11-21 00:00:00
Not had any seizures since 2005 2005 2005-01-01 00:00:00

Table 2: Examples of the summary and quantification processes to quantify sentences of seizure frequency and date
of last seizure.
∗Note: the seizure calendar sentence’s summary was incorrect, but the final quantity was corrected using the
rules-based quantifier for seizure calendars.

[day/month/year/visit]" as the numerator, and con-
vert the "Y" value using the time unit given in
"[day/month/year/visit]" into a suitable denomina-
tor to have units of "seizures per month." If the time-
frame involved the previous visit ("per Y visit"), we
would attempt to search for a record of the patient’s
last visit in our dataset and calculate the number of
months that have passed; if no such record could
be found, the quantifier would insert a placeholder
statement for future analysis when such informa-
tion would be available. For summaries of date of
last seizure, we first determine if the summary was
of the "ago" form, in which case we subtract the
specified number of day, months, or years from the
date the note was written. Otherwise, we apply a
series of logical steps to quantify the summary into
a Python datetime object. If only a month and day
were given, we assume that the year was either the
same year that the note was written, or the previous
year, depending on if the resultant date using the
same year was in the future of the date the note
was written. In both quantifiers, we assume that
there are 365 days or 12 months in a year, 7 days
in a week, and 30.4167 days or 4.3452 weeks in a
month.

We also created a rules-based quantifier specifi-
cally for the seizure calendars, as the summarizer
was unable to produce an accurate summary of this
format of frequency. This seizure calendar quan-
tifier identifies a sentence as a seizure calendar if
it has at least two months, and at least two num-
bers. It then associates a month to its number of
seizures by assuming that the number of seizures
either directly follows the month in the text (e.g.
"January: 1"), or precedes the month within three
words (e.g. "1 seizure in January")." It counts the

number of months and accumulates the number of
seizures in that time span to calculate a monthly
seizure frequency. Table 2 provides some examples
of the overall process.

We manually calculated the accuracy of each
step of our approach in an all-or-nothing approach
by comparing a statement to its downstream sum-
mary or quantity; a step was correct only if both its
format and value given the context were correct.

3 Results

We finetuned our T5 models for text summariza-
tion using a training set of 700 annotations, and
a testing set of 300 annotations. To determine
how much error we were propagating through our
pipeline, we calculated the accuracy of each step
in our method using the testing set (Table 3). We
counted the number of accurate sentences from
medical notes (performed previously in Xie et al.
(2022)), summaries (accounting for both correct
value and format) from sentences, and quantities
from summaries. Note that for this calculation, we
considered each step of the process as independent
from the others; for example, a summary could be
correct given a sentence, even if that sentence itself
was incorrect relative to the original note text. We
also determined the overall accuracy as the number
of examples where all of these steps were correct.
With at least 96% accuracy, it is evident that our
summarizers produced consistent representations
of seizure frequency and date of last seizure in the
desired format. Meanwhile, our perfect quantifica-
tion accuracy validates our use of text summaries as
an intermediate step - because all seizure frequen-
cies and dates of last seizure have been consistently
converted into their own respective formats, it is
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Sentence Summary Quantity Overall
Accuracy Accuracy Accuracy Accuracy

Seizure Frequency 0.893 0.963 1.000 0.880
Date of Last Seizure 0.863 0.987 1.000 0.857

Table 3: Accuracies of the extracted sentences containing seizure frequencies or dates of last seizure from raw
clinical note text (described previously in Xie et al. (2022)), the summary of such sentences in the standardized
format, and the quantification of the summaries into quantities. The overall accuracy denotes how often every step
of this process was correct. For calendar-type seizure frequencies, overall accuracy ignores the summary step, as
this was always incorrect, and instead takes into account the seizure calendar quantifier.

Reason Times Erred Times Erred
(Seizure Frequency) (Last Seizure)

Competitive Temporal Statements 2 2
"Since last visit: ... one ... seizure in the past year"
"On the same day as their last appointment ..."
No Temporal Reference 2 2
"They think they only had two ... seizures"
"Two weeks later they had another seizure"
Using Month as Value 2 0
"Since 4/2012 they have had a few seizures"
"Since last office visit, they have had seizure 8/12/16"

Table 4: Types of errors that occurred during the summary process.

highly unlikely that some unforeseen representa-
tion will be able to break the quantifiers’ rules.

Finally, we attempted to identify patterns of er-
rors in our incorrect summaries. We manually cat-
alogued these errors for both sentences of seizure
frequency and dates of last seizure, and determined
potential reasons for such problems (Table 4). The
first category was for sentences with competitive
time modalities, e.g. "Since last visit: they report
one possible seizure in the past year". Here the
summary could either use "since last visit" or "past
year" as its temporal unit for a seizure frequency;
in this particular example, the model chose to use
"since last visit", when "past year" would have
been more appropriate. Similarly, there were cases
when a temporal reference point was not available,
such as this sentence of a date of last seizure: "Two
weeks later they had another seizure." In this case,
it is unknown when exactly "two weeks later" is re-
ferring to. This is reflected in the model’s summary
for this example - "2 weeks later". Though in some
sense correct, this summary did not follow the de-
sired format, namely because there was not enough
information, even for a human, to fit it within the
specified style2. Finally, some cases where seizure

2The quantifier correctly flagged this summary as anoma-
lous and did not produce a quantity.

frequencies with dates were written out in numeri-
cal format resulted in the model pulling elements
of those dates out as part of the frequency itself.
For example "Since last office visit, they have had
seizure 8/12/16" was summarized as "8 per 1 visit",
but "8/12/16" instead refers to the date at which
their seizure occurred; the correct summary should
have been "1 per 1 visit".

4 Discussion

In this study, we normalized timex containing
seizure frequency and date of last seizure by sim-
plifying them with text summarization models, and
applying simple rules-based quantifiers to extract
quantitative outcome measures for patients with
epilepsy. We demonstrated that this pipeline can ac-
curately calculate quantitative seizure frequencies
and dates of last seizure. Though applied specifi-
cally to epilepsy, our methods are not constrained
just to neurological disorders, and can be easily
adapted to other medical conditions as well. Our
findings pave the way for large-scale clinical infor-
matics research through extracting and quantifying
textual information from the EHR.

Our full pipeline, including our previous work
from Xie et al. (2022), extracts timex from clinical
documents, simplifies them using neural models,
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and normalizes them with rules-based methods to
obtain quantitative outcome measures. The over-
all process is reminiscent of other temporal under-
standing studies. For example, Ning et al. (2018)
developed a pipeline for temporal understanding
that involves a Begin-Inside-Outside (BIO) tagging
scheme with machine learning to extract timex, and
a rules-based method to normalize them. Mean-
while, Ding et al. (2021) formulated timex nor-
malization as a sequence of operations that selects
and applies normalization rules, and Miller et al.
(2015) extracted timex from clinical text using ma-
chine learning-based BIO taggers on two clinical
datasets.

Additionally, to our knowledge, we are the first
to use neural text summarization as an intermediate
step to simplify variable timex into a standardized
template for easy rules-based quantity extraction in
the clinical domain. However, similar approaches
exist in other domains and tasks. For example,
Lourentzou et al. (2019) used a seq-to-seq model to
normalize the often complex and non-standard text
found in social media into more standard forms.
Additionally, Vale et al. (2018) tested how vari-
ous sentence simplification methods improved the
informativeness of extractive text summarization
methods, while Che et al. (2015) compressed sen-
tences in a manner that simplified the sentence but
preserved its sentiment as a preprocessing step for
aspect-based sentiment analysis.

Our categories of errors are also in line with
what has been seen in the literature for Transform-
ers. For example, Sulem et al. (2021) found that in
extractive question-answering tasks, BERT models
showed remarkably lower performance on compet-
itive I-Don’t-Know questions (where a plausible
but incorrect answer of the correct type exists in
the context), mirroring our summarization errors
when competitive time frames were presented.

Our study does have limitations. First and fore-
most, our methodology was developed using data
from a single institutional healthcare center. While
we used a neural summarizer in the hopes of im-
proving overall generalizability to the various ways
of representing outcome measures in text, it is still
possible that the summarizer will fail to generalize
to text from other health centers. We are actively
evaluating of our methods at a collaborating insti-
tution to access this effect. Additionally, 21 of 22
summaries that involved previous visits could not
be actively quantified with this dataset, as the date

of the previous visit did not exist in the 300 test
notes. This can easily be corrected by performing
a larger longitudinal study across our patients that
would allow us to track them through their visits.

5 Conclusions

We created a generalized two-step system that
rapidly and accurately extracts and quantifies
seizure frequency and date of last seizures. We
used the T5 model to create standardized sum-
maries of sentences of these outcome measures,
and then applied a rules-based algorithm to
extract and quantify the desired information. We
anticipate that our methods can be used to quantify
important clinical outcome measures not only for
patients with epilepsy, but other disorders as well,
allowing for large-scale clinical research in the
future.
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A Subjective Statement Values

Statement Value
"Couple" 2
"Few" 3
"Several" 4
"Multiple" 4
"Many" 5

Table 5: Values for subjective statements. Values were
chosen by consensus of the authors.


