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Abstract
This paper proposes novel drug-protein rela-
tion extraction models that indirectly utilize
distant supervision data. Concretely, instead
of adding distant supervision data to the man-
ually annotated training data, our models in-
corporate distantly supervised models that are
relation extraction models trained with distant
supervision data. Distantly supervised learning
has been proposed to generate a large amount
of pseudo-training data at low cost. However,
there is still a problem of low prediction perfor-
mance due to the inclusion of mislabeled data.
Therefore, several methods have been proposed
to suppress the effects of noisy cases by uti-
lizing some manually annotated training data.
However, their performance is lower than that
of supervised learning on manually annotated
data because mislabeled data that cannot be
fully suppressed becomes noise when training
the model. To overcome this issue, our meth-
ods indirectly utilize distant supervision data
with manually annotated training data. The ex-
perimental results on the DrugProt corpus in
the BioCreative VII Track 1 showed that our
proposed model can consistently improve the
supervised models in different settings.

1 Introduction

Drug-protein relations are important for drug dis-
covery, metabolic, and drug response modeling,
and their textual evidence is important in the de-
velopment of evidence-based medicine. However,
since drug-protein interactions are reported in the
literature and the number of relevant articles is
rapidly increasing (Coordinators, 2016), it is diffi-
cult for pharmacologists to read every single article
to determine the interactions. Therefore, automatic
interaction extraction from text has attracted much
attention. The related shared tasks (Krallinger et al.,
2021, 2017) are being conducted at BioCreative, an
international workshop that aims to evaluate text
mining and information extraction in the biological
domain.

For drug-protein relation extraction, models us-
ing deep learning have achieved high performance.
A typical deep learning model takes as input a sen-
tence and the drug and protein mentions in the
sentence, and predicts the relationship between the
drug and the protein as expressed in the sentence.
Gu et al. (2022) extracted the relationships using a
large neural network model pretrained on a large
biomedical literature (PubMedBERT). Deep learn-
ing models suffer from the problem of the huge
cost of manually annotated training data.

A distantly supervised learning method has been
proposed by Mints et al. (2009). The method en-
ables the creation of a large amount of training data
at low cost. However, this method still has the prob-
lem of producing data with incorrect labels, which
become noise during training. Several methods
have been proposed to mitigate the effects of such
noisy examples. One of the most commonly-used
methods is multi-instance learning (Riedel et al.,
2010), where the distant supervision data is treated
as a bag of instances corresponding to pairs in the
database. Zeng et al. (2015) proposed a method
to train instances with the representation with the
highest prediction probability of the target label
in the bag. Ji et al. (2017) proposed a method to
weight instances in the bag so that correctly la-
beled instances will have large weights while noisy
cases have small weights. Beltagy et al. (2019a)
proposed a method of learning with distant supervi-
sion data by utilizing some of manually annotated
training data to learn the weights. Although such
methods show performance improvement in the dis-
tantly supervised training setting, the performance
is still lower than that of the methods trained on
manually annotated training data.

This study proposes a novel method of using dis-
tantly supervised relation extraction models for su-
pervised drug-protein relation extraction. By using
the model trained over the easy-to-create distant su-
pervision data, we aim to improve the performance



162

of supervised drug-protein relation extraction while
reducing the cost of building additional manually
annotated data and the effect of noisy instances in
the distant supervision data.

Our contributions are as follows:

1. We generate distant supervision data for
drug-protein relation extraction from domain
databases. By utilizing four databases, we cre-
ate distant supervision data of the same scale
as that of general domain distant supervision
data.

2. We propose to utilizing representations ob-
tained from a distantly supervised model
for ordinary supervised training. The per-
formance in extracting relations between
drugs and proteins was consistently improved
for two models (i.e., PubMedBERT and
BioRoBERTa-large (Lewis et al., 2020)) with
different parameter sizes.

3. The proposed method showed consistent per-
formance improvement regardless of the data
size of the manually annotated training data,
indicating that it is effective for utilizing dis-
tantly supervised model to improve the extrac-
tion performance.

2 Methods

We propose a novel method for extracting drug-
protein relations from manually annotated training
data. The method uses a model trained on dis-
tant supervision data, which we call a distantly
supervised model. By utilizing the distantly su-
pervised model, we aim to improve the extraction
performance while reducing the influence of noisy
instances included in the distant supervision data.

In the following sections, we will explain the
baseline relation extraction model in Section 2.1,
the construction of distant supervision data from
databases in Section 2.2, and the methods for utiliz-
ing the distantly supervised model in Section 2.3.

2.1 Relation Extraction Model
We describe a supervised relation extraction model
that is used as the baseline in this research. The
model predicts the relation for a given entity pair
from the input sentence.

First, the mentions of target drug and protein in
the input sentence are masked with “DRUG” and

“PROTEIN”, respectively. Table 1 shows an exam-
ple of this preprocessing. The sentence contains

three drug mentions (androstenedione, oestrone,
oestrone) and one protein mention (aromatase), so
three drug-protein pairs are created and their men-
tions are replaced.

Next, the input sentence with the target protein
and drug entities is encoded with BERT (Devlin
et al., 2019) to generate a feature representation
vector h that represents the input sentence. For
this vector, we use the representation vector of
the [CLS] token since it contains the features of
the whole sentence in BERT. Finally, based on
the feature representation vector, the model then
generates a prediction vector that represents the
prediction probability for each relation by using
one fully-connected layer and the softmax func-
tion. The model predicts the relation that has the
maximum prediction probability. The optimizer is
Adam (Kingma and Ba, 2015), and the model is
trained to minimize the cross-entropy loss.

2.2 Building Distant Supervision Data

An overview of the process of building distant su-
pervision data is shown in Figure 1. In this method,
we use a medical literature database PubMed (Co-
ordinators, 2016), a drug database DrugBank (DS
et al., 2018), a protein database UniProt (Consor-
tium, 2020), and a chemical substance database
Comparative Toxicogenomics Database (CTD)
(Davis et al., 2020). From these databases, we
extract about 33 million articles, about 500 thou-
sand drug entries, and about 570 thousand protein
entries to create distant supervision data. In the fol-
lowing, we explain the process of building distant
supervision data using these databases.

First, drug and protein entities are extracted from
the medical literature in PubMed, as shown in Fig-
ure 1-(i). Sentence segmentation and entity extrac-
tion modules in SciSpacy (Neumann et al., 2019),
a tool specialized for processing biomedical and
scientific literature, are used to analyze the medi-
cal literature and extract drug entities and protein
entities as named entities in the literature.

Next, we create relational triples as shown in
Figure 1-(ii). ID relation triples are extracted from
DrugBank. Here, an ID relation triple is a triple
of drug ID, relation name, and protein ID. We cre-
ate relation triples from the ID relation triples by
mapping the IDs to their names using drug and
protein name dictionaries. The drug name dictio-
nary is created by mapping drug IDs to drug names
and its synonyms on the information in DrugBank
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Target drug Target protein Preprocessed input sentence
androstenedione aromatase The PROTEIN enzyme, which converts DRUG to oestrone, regulates the availability

of oestrogen so support the growth of hormone-dependent beast tumours.
oestrone aromatase The PROTEIN enzyme, which converts androstenedione to DRUG, regulates the

availability of oestrogen so support the growth of hormone-dependent beast tumours.
oestrogen aromatase The PROTEIN enzyme, which converts androstenedione to oestrone, regulates the

availability of DRUG so support the growth of hormone-dependent beast tumours.

Table 1: Examples of preprocessing of drug-protein pairs in the sentence The aromatase enzyme, which converts
androstenedione to oestrone, regulates the availability of oestrogen so support the growth of hormone-dependent
beast tumours. (PMID:15341993)

DrugBank DrugProt
ligand, binder, binding DIRECT-REGULATOR
partial agonist AGONIST-ACTIVATOR
inverse agonist AGONIST-INHIBITOR
blocker, partial antagonist ANTAGONIST
inducer, stimulator INDIRECT

-UPREGULATOR
product of PRODUCT-OF
activator ACTIVATOR
inhibitor INHIBITOR
agonist AGONIST
antagonist ANTAGONIST
substrate SUBSTRATE

Table 2: Mapping of relationships

and CTD. Similarly, a protein name dictionary is
created from UniProt and CTD.

Then, as shown in Figure 1-(iii), the distant super-
vision data is created by strict matching the named
entities extracted from the PubMed literature with
drug and protein names in the relation triples after
lowercasing the entities and names.

Finally, as shown in Figure 1-(iv), we map the
relation types in DrugBank, which are the original
labels of the distant supervision data, to the relation
types in the DrugProt task (Krallinger et al., 2021)
using a mapping dictionary as shown in Table 2.
We manually build the mapping dictionary based
on the relation annotation guideline (Rabal et al.,
2021) in the DrugProt corpus.

2.3 Relation Extraction Using Distantly
Supervised Models

We propose two alternatives to utilize the dis-
tantly supervised model. One is the ini-
tialization approach that initializes the super-
vised model with the distantly supervised model
(Initialization), and the other is the mixture
approach that combines representations obtained
from a fixed distantly supervised model and rep-
resentations obtained from a supervised model in
training the supervised model (Mixture).

2.3.1 Initialization
In the task of natural language processing, pre-
training on datasets close to the domain sometimes
improves the performance of the model on the tar-
get dataset. (Beltagy et al., 2019b) Following this
line, for Initialization, we perform pretrain-
ing using distant supervision data to initialize the
model for supervised learning. Specifically, we
first train the relation extraction model described in
Section 2.1 using the distant supervision data, use
the model parameters to initialize another relation
extraction model for supervised learning, and then
train the relation extraction model using manually
annotated training data.

2.3.2 Mixture
For Mixture, we pretrain a relation extraction
model explained in Section 2.1 using distant su-
pervision data to extract additional features from
the input. Similarly, another relation extraction
model is pretrained with manually annotated train-
ing data1. The two pretrained feature extraction
models, i.e., BERT, are used to mix the feature
representations. In training, the feature extraction
model pretrained on the distant supervision data is
fixed, while the feature extraction model trained on
the manually annotated training data is not fixed
and further fine-tuned2.

Predictions are made by mixing representations
obtained from the model pretrained with distant
supervision data and representations obtained from
the model that is specific to supervised training
with manually annotated training data as shown in
Figure 2. We propose two mixing methods that
use the importance weights of the representations,
which mix the representations obtained from dis-

1We find this pretraining can improve the performance in
our preliminary experiments.

2In our preliminary experiments, we tried to fine-tune the
feature extraction model pretrained on the distant supervision
data, but the performance with the model was lower than one
with fixed parameters.
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DrugProt DrugBank
DIRECT-REGULATOR ligand, binder, binding
ANTAGONIST blocker, partial antagonist
AGONIST-ACTIVATOR partial agonist

Drug：Acebutolol
Protein：ADRB1
Relation：Partial agonist

Drug：Acebutolol
Protein：ADRB1
Relation：Partial agonist

Medical literature 
database

Drug：Acebutolol
Protein：ADRB1
Relation：Partial agonist

Drugs and proteins 
database

Acebutolol possesses both ADRB1 selectivity 
and partial agonist activity (PAA).

Acebutolol possesses both ADRB1 selectivity 
and partial agonist activity (PAA).

partial agonist AGONIST-ACTIVATOR

(ⅰ) Extract technical terms (ⅱ) Create relation triples

(ⅲ) Match

(ⅳ) Map

Number of 
documents: 
33 million

Drugs: 500 thousand 
Proteins: 570 thousand

…

Dictionary

Figure 1: Overview of the creation of distant supervision data

tant supervision data with those obtained from man-
ually annotated training data.

First, as shown in Figure 2-(i), the representa-
tions hds obtained from the fixed BERT model
in the fixed pre-trained distantly supervised model
are mixed with the representations hsv from the
BERT model in another relation extraction model
that is pre-trained on the manually annotated train-
ing data. Next, as shown in Figure 2-(ii), we mix
the representations hds, hsv. In mixing the repre-
sentations, we propose two mixing methods, Add
and Concat, which are defined as follows:

hAdd = αhds + βhsv (1)

hConcat = [αhds;βhsv] (2)

[·; ·] denotes the concatenation of vectors. α and β
are the importance weights of each feature, which
are scalar-valued parameters that are trained during
training. Here, Add, as shown in Eq. (1), sums hds

and hsv after multipying the corresponding weight,
which indicate the importance, to each representa-
tion. Concat is mixed by concatenating hds and
hsv after multiplying weights to the parameters, as
shown in Eq. (2).

Finally, as shown in Figure 2-(iii), the obtained
representations, i.e., hAdd or hConcat, are used to
predict the relation between the drug and the pro-
tein with one fully connected layer (FC) and the
softmax function. The model is trained on the
manually annotated training data to minimize the
cross-entropy loss.

3 Experimental Settings

In this section, we explain the settings for the data
sets, tasks and hyper-parameter tuning.

Weighting by 
importance

BERT BERT

…

×𝛽

Representation	𝒉𝒅𝒔 𝒉𝒔𝒗

Mixture
×𝛼

Prediction：AGONIST

(ⅰ) Extract 
representations from 
pretrained feature 
extraction models

Pretrained with 
manually annotated 

training data and 
not fixed

Pretrained with 
distant supervision 

data and fixed

(ⅱ) Mix representations

(ⅲ) Predict by mixed 
representation

manually annotated 
training data

……

FC＋Softmax

Figure 2: Overview of the Mixture of the representa-
tions

We used the data set from the BioCreative VII
Track 1 - Text mining drug and chemical-protein
interactions (DrugProt) (Krallinger et al., 2021)
for the evaluation. This data set is composed of
documents annotated with drug mentions, protein
mentions, and their relations. The DrugProt corpus
consists of train, develop, and test. Since the anno-
tations for the test data are not publicly available,
this study evaluates the model on the development
data. In addition, the distant supervision data built
by the method in Section 2.2 were used to train the
model. The number of instances per relation in the
DrugProt corpus and the distant supervision data
are shown in Table 3. We followed the task setting
of DrugProt. The task is to classify a given pair of
a drug and a protein into 13 relation types or no
relation. We evaluated the performance with the F-
score on each relation type and the micro-averaged
F-score on all relation types. Micro-averaged F-
score is also shown for reference. We used the
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DrugProt Distant
train develop supervision

data
ANTAGONIST 972 218 69,234
AGONIST 659 131 89,704
AGONIST 29 10 875
-ACTIVATOR
AGONIST 13 2 1,107
-INHIBITOR
DIRECT 2,250 458 18,945
-REGULATOR
ACTIVATOR 1,429 246 31,745
INHIBITOR 5,392 1,152 173,400
INDIRECT-DOWN- 1,330 332 0
REGULATOR
INDIRECT-UP- 1,379 302 11,981
REGULATOR
PART-OF 88 625 0
PRODUCT-OF 921 158 1,565
SUBSTRATE 2,003 495 2,311
SUBSTRATE 25 3 0
_PRODUCT-OF
Total 17,288 3,765 400,867

Table 3: The number of instances per relation in the
DrugProt corpus and the distant supervision data

official evaluation script3 provided by the task or-
ganizers.

We used the Successive Halving Algorithm from
the open-source hyper-parameter auto-optimization
framework Optuna (Akiba et al., 2019) for hyper-
parameter tuning. We chose the dropout rate from
the region of [0.0, 0.5], the learning rate of Adam
from the region of [1e-6, 1e-4], the weight decay
of Adam from the region of [1e-10, 1e-3]. Hyper-
parameters are determined by a parameter search
to maximize the micro-averaged F-score on the
development data of the DrugProt corpus4.

4 Results

To evaluate the proposed method, we conducted
three experiments: evaluation of the performance
of extracting drug-protein relations, analysis of pre-
diction results, and comparison of extraction perfor-
mance on small-scale manually annotated training
data. In this section, we describe these three exper-
iments.

4.1 Drug-Protein Relation Extraction

We conducted experiments to compare the extrac-
tion performance of the proposed method with a

3https://github.com/tonifuc3m/
drugprot-evaluation-library

4This setting can cause overfitting to the development data
sets, but since this is an official development set, we decided
to report the best score to make the scores comparable to other
methods in the shared task.

baseline trained only on manually annotated train-
ing data. As the baselines, we trained relation
extraction models based on PubMedBERT and
BioRoBERTa-large, both of which were pretrained
in a domain close to the dataset, with manually an-
notated training data. BioRoBERTa-large is a large-
scale pretrained model with a parameter size ap-
proximately three times larger than PubMedBERT.
The baseline model with BioRoBERTa-large is
the same as the model by Yoon et al. (2021) that
achieved the high performance of 77.46% on the
development data without external knowledge. 5

The results are shown in Table 4. First, we
focus on the performance of the proposed meth-
ods when they are applied to the PubMedBERT
baseline model. For all the proposed methods,
the prediction performance for AGONISTand
PRODUCT-OF, which have less manually an-
notated training data, is greatly improved. This
is because the representations obtained from the
distantly supervised model can compensate for
the lack of manually annotated data. Besides,
the performance of AGONIST-ACTIVATORand
AGONIST-INHIBITOR, which have particularly
less manually annotated training data, was signifi-
cantly improved by Initialization, but not
by Mixture. This shows that the representations
obtained from the distantly supervised model with
Initializationmore directly influenced the
performance than those with Mixture. In addi-
tion, Add and Concat, which mixed the represen-
tations from the distantly supervised model data
with the representations specific to the supervised
model, improved the micro-averaged F scores by
0.6 and 0.8 points, respectively. This indicates that
Mixture is a more effective way to use distantly
supervised model than Initialization.

Next, we discuss the performance of the pro-
posed method for the BioRoBERTa baseline. Over-
all, the proposed method improves the micro-
averaged F-score by 0.5 points. Furthermore, when
we compare the F-score of each relation, the per-
formance of all relations except ACTIVATOR,
ANTAGONIST, and SUBSTRATE is improved
or maintained. From these results with two dif-
ferent BERT models, we show that the proposed

5Weger et al. (Weber et al., 2021) showed a slightly better
performance with 78.3% on the development data by adding
input start and end markers for target entities in the sentences,
instead of masking the target entities like us. Since our main
focus is not investigating a better baseline model, we leave
investigating the representation of target entities for future
work.

https://github.com/tonifuc3m/drugprot-evaluation-library
https://github.com/tonifuc3m/drugprot-evaluation-library
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method can improve the performance regardless of
the parameter size of the model.

4.2 Analysis of Prediction Results

We show the confusion matrices between gold la-
bels and predicted labels by the baseline and the
proposed method to analyze the prediction ten-
dency of the two methods, and visually check the
prediction cases. The confusion matrix is a table
that visualizes the differences in two different sets
of labels for instances. It has gold labels in the
row direction and predicted labels in the column di-
rection, and each element has the number of cases
for the pair of gold and predicted labels. For the
proposed method, we used a model that employs
Mixture with Concat, which showed the best
performance improvement from the baseline in the
approach to utilize the distantly supervised model
as shown in Section 4.1, based on PubMedBERT.
The confusion matrices of the baseline and the pro-
posed method are shown in Figure 3. The left and
right confusion matrices are for the baseline and
the proposed method, respectively.

First, we focus on the cases of different predic-
tions in relation types. We can see that the number
of cases that the proposed method mistakenly pre-
dicts INHIBITOR for DIRECT-REGULATOR
is reduced from 14 to 2. Some example cases,
where the predictions are improved by the proposed
method, are shown in Table 5. The reason for the in-
correct prediction by the baseline model is that the
sentence contains “inhibit”, “inhibited”, and “inhi-
bition”, which are important for predicting the IN-
HIBITOR type. For these cases, the baseline may
predict the relations as INHIBITOR even though
the sentence indicated DIRECT-REGULATOR
between DRUG and PROTEIN entities. The rea-
son why the proposed method was able to correctly
predict such cases may be that the proposed method
uses representation obtained from distantly super-
vised models that are trained on large-scale distant
supervision data, and thus places more emphasis
on the context than on word-level expressions.

Conversely, the number of cases in which
the proposed method predicted INHIBITOR
for the instances with the gold INDIRECT-
DOWNREGULATOR type has increased from 19
to 25. The cases where the baseline made a correct
prediction and the proposed method made a wrong
prediction are shown in Table 6. The reason why
the proposed method made such incorrect predic-

tions in these cases may also be due to the existence
of inhibit, inhibited, and inhibition in the sentences,
which are important for predicting INHIBITOR,
similarly to the baseline’s wrong predictions for the
cases in Table 5. This is because the sentence con-
tains “inhibit”, “inhibited”, and “inhibition”, which
are important for predicting both INHIBITOR
and INDIRECT-DOWNREGULATOR. Further-
more, the context of the cases is similar because
these types are both related to the cases that drugs
inhibit proteins. Therefore, the proposed method
is likely to make INHIBITOR predictions based
on such keywords for cases that the prediction is
difficult with the context, without much consider-
ation on the differences in the actions of drugs on
proteins.

Then, we focus on the cases where the miss pre-
diction is made between a relation type and a neg-
ative type. We can see that the proposed method
reduces the number of cases in which the nega-
tive examples are mistakenly predicted as the IN-
HIBITOR type from 204 to 178, the number of
cases in which the negative examples are mistak-
enly predicted as PRODUCT-OF from 70 to 44,
and the number of cases in which the negative ex-
amples are mistakenly predicted as SUBSTRATE
from 142 to 86. The cases, where the baseline incor-
rectly predicted the negative cases as PRODUCT-
OF while the proposed method correctly predicted
them, are shown in Table 7. The numbers of im-
proved cases and example cases suggest that the
proposed method is more context-sensitive in its
prediction than the baseline model.

These results suggest that the proposed method
places more emphasis on contextual expression
than on word expressions in making predictions
compared to the baseline models. However, for
cases where it is difficult to make predictions based
on context, we found that the proposed method
made incorrect predictions.

4.3 Performance Comparison with
Small-Scale Manually Annotated Training
Data

This section examines the effectiveness of the pro-
posed method in training with small-scale manu-
ally annotated training data. We aim to improve the
performance of drug-protein interaction extraction
while reducing the cost of creating additional man-
ually annotated training data by utilizing distant
supervision data that have low creation costs. In
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PubMedBERT BioRoBERTa #Manually-
Manual Distant + Init + Mix + Mix Manual + Mix annotated

data data (Add) (Concat) data (Concat) instances
INDIRECT 76.7 0.0 74.6 77.7 78.7 79.3 79.9 1,330
-DOWNREGULATOR
INDIRECT-UPREGULATOR 73.3 1.9 75.1 73.7 73.6 75.6 76.2 1,379
DIRECT-REGULATOR 65.9 6.1 62.1 66.9 67.7 66.9 69.4 2,250
ACTIVATOR 77.3 5.2 70.6 77.5 76.7 75.7 73.8 1,429
INHIBITOR 84.2 29.4 84.7 84.6 84.3 85.1 86.1 5,392
AGONIST 75.5 6.7 79.7 78.2 77.0 76.1 77.2 659
AGONIST-ACTIVATOR 0.0 0.0 46.2 0.0 0.0 0.0 0.0 29
AGONIST-INHIBITOR 0.0 0.0 80.0 0.0 0.0 0.0 0.0 13
ANTAGONIST 90.6 26.0 89.6 92.2 91.8 91.7 90.2 972
PRODUCT-OF 59.0 10.6 63.7 62.9 62.5 61.2 62.0 921
SUBSTRATE 69.5 13.1 69.1 68.4 69.9 72.7 71.8 2,003
SUBSTRATE_PRODUCT-OF 0.0 0.0 0.0 0.0 0.0 0.0 0.0 25
PART-OF 71.7 0.0 70.6 72.2 71.7 72.8 74.4 886
Macro-averaged F-score 57.2 7.6 66.6 58.0 58.0 58.2 58.5 —
Micro-averaged F-score 76.2 16.6 75.6 76.8 77.0 77.5 78.0 —

Table 4: Relation extraction performance on the development data set. +Init, +Mix (Add), and +Mix (Concat)
denote Initialization, Add of Mixture, and Concat of Mixture, respectively

DRUG inhibit ( 125 ) i - PROTEIN binding to recombinant rat eta receptors.
N - ( diphenylmethyl ) - 2 - phenyl - 4 - quinazolinamine ( DRUG ), n - ( 2, 2 - diphenylethyl )
- 2 - phenyl - 4 - quinazolinamine ( sori - 20040 ), and n - ( 3, 3 - diphenylpropyl ) - 2 - phenyl
- 4 - quinazolinamine ( sori - 20041 ) partially inhibited [ ( 125 ) i ] 3beta - ( 4’- iodophenyl )
tropan - 2beta - carboxylic acid methyl ester ( rti - 55 ) binding, slowed the dissociation rate
of [ ( 125 ) i ] rti - 55 from the PROTEIN, and partially inhibited [ ( 3 ) h ] dopamine uptake.
DRUG ( parent compound ), has moderate affinity for the PROTEIN ( competitive inhibition ).

Table 5: Improved cases with wrong predictions by the baseline model. The baseline model mistakenly predicted
INHIBITOR for DIRECT-REGULATOR for the DRUG and PROTEIN pairs.

Section 4.1, we trained models using all manually
annotated training data and confirmed that the pro-
posed method can improve the performance of the
baseline models. To verify the effectiveness of the
proposed method in training with a small amount
of manually annotated training data, we trained
with only a small portion of the manually anno-
tated training data and compared the performance
of relation extraction between the PubMedBERT
baseline model and the model with the proposed
method. We checked the performance of the pro-
posed method on the development data when the
model was trained with the small number of cases,
we chose the number from [3, 5, 7, 10, 20, 50, 100,
200, 500, 1,000], for each relation in the manually
annotated training data. For the proposed method,
we used a model that mixes feature representations
with Concat, which showed the best performance
improvement from the baseline with Section 4.1.

The results are shown in Figure 4. As in the case
of Section 4.1, we did not obtain a significant per-
formance improvement over the baseline as we saw
when training with all manually annotated training

data, but the performance consistently improved
for all the cases. This indicates that the proposed
method can improve performance by using repre-
sentations obtained from the distantly supervised
model, regardless of the number of cases of manu-
ally annotated training data.

5 Conclusions

We aimed to improve the performance of drug-
protein relation extraction by creating distant su-
pervision data at low cost and utilizing the model
pre-trained on the data while reducing the noise
contained in the distant supervision data. We pro-
posed two methods of utilizing distant supervision
data. Both methods improved the prediction perfor-
mance from the baseline for relation types with less
manually annotated training data. In addition, the
method that mixes representations also improved
the F-scores for many relation types, some of them
have a large amount of manually annotated training
data, as well as the micro-averaged F-score, demon-
strating the effectiveness of the proposed method.
In addition, we showed that the performance im-
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Figure 3: The confusion matrices (left: baseline, right: proposed method)

The upregulation of calpain, PROTEIN and caspase - 3 activity were further inhibited
by treatment with DRUG in the presence of ald.
The mechanism of action of DRUG was related to the inhibition of the cleavage of pro
- caspase - 1, PROTEIN and pro - il - 18 which in turn suppressed the activation of
nlrp3 inflammasome.

Table 6: Deteriorated cases with wrong predictions by the proposed model. The model wrongly predicted
INHIBITOR, instead of INDIRECT-DOWNREGULATOR, for the DRUG and PROTEIN pairs.
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Figure 4: Micro-averaged F-scores for the number of
manually annotated training instances for each relation
type

provement was independent of the parameter size
of the model and the number of cases of manually
annotated training data.

To improve the extraction performance, we plan
to investigate the Mixture method for its way of
mixing representations and pretraing.
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