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Abstract
Climate change is an existential threat to hu-
manity, the proliferation of unsubstantiated
claims relating to climate science is manipulat-
ing public perception, motivating the need for
fact-checking in climate science. In this work,
we draw on recent work that uses retrieval-
augmented generation for veracity prediction
and explanation generation, in framing expla-
nation generation as a query-focused multi-
document summarization task. We adapt
PRIMERA to the climate science domain by
adding additional global attention on claims.
Through automatic evaluation and qualitative
analysis, we demonstrate that our method is
effective at generating explanations.

1 Introduction

The rapid dissemination of misinformation and
disinformation through social media is a press-
ing issue, especially in the domain of climate sci-
ence (Diggelmann et al., 2020; Anderegg et al.,
2010) where climate change has become one of the
biggest challenges to humankind. Claims such as
97% consensus on human-caused global warming
has been disproven seed scepticism, discredit cli-
mate science, and manipulate public perception and
interpretation. To alleviate the influence of such
potentially false claims, experts have increasingly
engaged in science communication, including in-
vestigating such claims based on scientific evidence
through websites such as climatefeedback.org

and skepticalscience.com. This paper concerns
the use of external knowledge to semi-automate
the process of claim verification, as an assistive
technology for contributors to such websites.

Inspired by recent work on retrieval-augmented
generation (Lewis et al., 2020) and explainable
fact-checking (Atanasova et al., 2020), we aim to
(semi-)automate the process of claim veracity clas-
sification along with explanation generation. Our
work draws on previous work on generating expla-
nations in the climate science domain (Bhatia et al.,

Text Label

C: Sea-level rise is not accelerating. REFU

E1: Climate-change driven accelerated sea-
level rise detected in the altimeter era.

REFU

E2: Antarctica ice melt has accelerated by
280% in the last 4 decades.

REFU

E3: However scientists have found that ice is
being lost, and at an accelerating rate.

REFU

E4: Climate scientists expect the rate to further
accelerate during the 21st century.

NO INFO

E5: More precise data gathered from satellite
radar measurements reveal an accelerating rise
of 7.5cm (3.0in) from 1993 to 2017, which is
a trend of roughly 30cm (12in) per century.

NO INFO

Table 1: An example claim (“C”) and associated evi-
dence passages (“Ek”) from Climate-Fever (“REFU” =
REFUTES; “NO INFO” = NOT ENOUGH INFO).

2021a) in using claims to retrieve relevant docu-
ments from knowledge sources and then generate
explanations based on these documents. Unlike
prior work, we frame it as a query-focused sum-
marization task (Mollá et al., 2020; Sarker et al.,
2013), where the query is a claim in our case, and
the goal is to summarize information from the re-
trieved documents that addresses the claim. We
evaluate our framework quantitatively and qualita-
tively, and explore the impact of different variants
of attention on explanation generation.1

2 Related Work

Fact checking is the task of assessing whether a
textual claim is true, based on a corpus or knowl-
edge base. Conventionally, the task is performed
manually by human experts (Hassan et al., 2015).
However, manual efforts do not easily scale (Elazar
et al., 2021), leading to increasing attention in au-
tomatic fact checking (Wang, 2017; Alhindi et al.,

1The code associated with this paper is avail-
able at https://github.com/ruixing76/
ClimateChange-ExpGen

climatefeedback.org
skepticalscience.com
https://github.com/ruixing76/ClimateChange-ExpGen
https://github.com/ruixing76/ClimateChange-ExpGen


BPR PRIMERA

Knowledge 
Source

In fact, the global melt 
rate has been accelerating 

since the mid-1970s.

Compared to previous
studies, our estimated ...

The averaged annual volume 
loss is 147mm.yr(-1) …

The larger the ice sheet grows 
and extends towards ...

Future sea-level rise is an 
important issue related to …

Veracity:0\nExplanation:
The rate of global average 
ice loss has accelerated...

Claim

Passages
Generation

Claim and passages are concatenated with <doc-sep> token

Figure 1: Overview of our method. First the claim is used as input to BPR to retrieve top-k claim-relevant passages
(k is an adjustable hyperparameter, in this example k=4). Then the claim and passages are concatenated with
<doc-sep> tokens for input to PRIMERA. Finally PRIMERA generates explanations together with veracity labels.

2018; Xu et al., 2019; Stammbach and Neumann,
2019; Atanasova et al., 2020). Debunking sim-
ply by assigning a false label to the claim is not
persuasive, and can even reinforce mistaken be-
liefs (Lewandowsky et al., 2012). As such, it is
necessary for automated fact-checking methods to
provide explanations to support model predictions.
For example, Popat et al. (2018) used attention-
based methods to highlight salient excerpts from ev-
idence articles, and Gad-Elrab et al. (2019) adopted
knowledge bases to mine explanations. Atanasova
et al. (2020) framed explanation generation as a
joint classification and extractive summarization
task. During generation, the model selects sen-
tences from retrieved documents as explanations.

Separately, there has been recent work on ex-
tracting parameterized knowledge from large lan-
guage models (Roberts et al., 2020), as well as aug-
menting them using external knowledge sources
through retrieval augmentation (Karpukhin et al.,
2020; Lewis et al., 2020; Yamada et al., 2021).
Here, a claim or question is used to retrieve doc-
uments, which are fed into the generator as addi-
tional inputs, as a means of extending and domain-
adapting large language models without additional
pre-training.

There has also been recent work on the appli-
cations of NLP to the domain of climate science.
Bhatia et al. (2021b) explored automatic classi-
fication of neutralization techniques in discourse
relating to climate change/science. Diggelmann
et al. (2020) introduced Climate-Fever as a novel

dataset for veracity prediction. The closest work to
our own is that on explanation generation by Bhatia
et al. (2021a), which is based on fusion in decoder
(Izacard and Grave, 2021), a sequence-to-sequence
model that takes as input the claim and passages
sourced through retrieval augmentation (Karpukhin
et al., 2020; Yamada et al., 2021).

Unlike prior work, we first approach the task
via multi-document summarization (Zhang et al.,
2020a; Liu and Lapata, 2019; Liao et al., 2018),
with a focus on the claim; as such, our approach
can be interpreted as query-focused summariza-
tion. Specifically, we adopt PRIMERA (Xiao
et al., 2022), a state-of-the-art pre-trained encoder–
decoder model for multi-document summarization.

3 Data

There are two key data components in our task: (1)
an external knowledge source from which we re-
trieve documents; and (2) paired claim–explanation
data, to serve as the input (claim) and output (ex-
planation).

For the external knowledge source, we use cli-
mate science-related abstracts from PubMed and
reports from the Intergovernmental Panel on Cli-
mate Change (“IPCC”). IPCC reports are written by
a mix of scientists, experts, and policy makers and
provide scientific, technical, and socio-economic
knowledge on climate change and options to miti-
gate its impacts. We sample climate science-related
publications using MeSH descriptors.



Climate-Fever (Diggelmann et al., 2020) con-
tains 1,535 claims relating to climate change. See
Table 1 for an example, wherein each evidence
item is labelled as SUPPORTS, REFUTES, or
NOT ENOUGH INFO with respect to the claim.
These are used to label each claim as SUPPORTS
(= at least one evidence item is SUPPORTS and all
others are NOT ENOUGH INFO), REFUTES (= at
least one evidence item is REFUTES and all others
are NOT ENOUGH INFO), NOT ENOUGH INFO
(= all evidence items are NOT ENOUGH INFO),
or DISPUTED (= a mixture of SUPPORTS and
REFUTES evidence items). Each claim has multi-
ple evidence items, and we create multiple claim–
evidence instances for each congruent evidence
item.2 We discard DISPUTED claims in this work.

In our framework, the claim serves as the input
for us to query the knowledge source to retrieve
related documents, and the evidence constitutes the
explanation that we want to generate as output.

4 Method

In Figure 1, we present an overview of our method,
which is made up of two components: (1) a
document retriever; and (2) a generator. Given
a claim ci, the retriever retrieves k passages
{p1, p2, ..., pk|ci} from the knowledge source,
based on which the generator generates a veracity
label yi along with explanation ei.3 The generator
is an encoder–decoder model which jointly pro-
cesses the retrieved passages and claim in the form
of an abstractive summarization model.

We adopt Binary Passage Retriever (BPR) (Ya-
mada et al., 2021) as the retriever. BPR is a mem-
ory efficient version of dense passage retriever
(Karpukhin et al., 2020). It first uses two inde-
pendent BERT (Devlin et al., 2019) encoders to
encode question and passages into continuous em-
beddings and then incorporates a hashing layer to
reduce computational cost for similarity calcula-
tion. BPR is trained with a multi-task objective over
two tasks: effective candidate generation based
on binary codes and accurate reranking based on
continuous vectors. We use the official release of
BPR4 which was pre-trained on Natural Questions
(Kwiatkowski et al., 2019) without fine-tuning, and

2Using Table 1 as an example, we would create 3 claim–
evidence instances (the 4th and 5th evidence items are dis-
carded as they have different labels to the claim).

3To clarify, the veracity label is the claim label and the
explanation is an evidence in Climate-Fever (Table 1).

4https://github.com/studio-ousia/bpr

consider each claim as the query to retrieve top-k
relevant passages from our knowledge source.

For the generator, we adopt PRIMERA (Xiao
et al., 2022) to generate explanations, where the
input is the claim concatenated with the top-k
retrieved passages. PRIMERA is designed for
multi-document summarization with Entity Pyra-
mid Masking, a novel pre-training strategy to se-
lect and aggregate salient information from multi-
ple documents. PRIMERA uses Longformer (Belt-
agy et al., 2020) as its encoder, and replaces stan-
dard full self-attention with sparse self-attention,
i.e. it features a combination of local attention (self-
attention between tokens in a narrow context win-
dow) and global attention (selected tokens that at-
tends to all other words).

We structure the input by adding <doc-sep>
(a special token denoting a document separator)
between passages, and concatenating them with the
claim with another <doc-sep> token. Moreover,
we prepend claims and passages with the special
prefix <CLAIM:> and <PASSAGE:> tokens
respectively (to provide explicit indication of their
functions). By default, PRIMERA assigns global
attention only to <doc-sep> tokens. We extend
this idea by adding extra global attention to the
claim words and the two special prefix tokens
(<CLAIM:> and <PASSAGE:>). This is to better
focus the model on the claim. We also perform
veracity prediction by generating veracity labels
together with explanations, following Bhatia et al.
(2021b). That is, the output takes the form of
Veracity:[lab]\nExplanation:[exp],
where [lab] is the veracity label and [exp] is
the generated explanation.

5 Experiments

As our baseline, we compare against Bhatia et al.
(2021a) who use a retrieval-augmented generation
framework to jointly perform veracity prediction
and explanation generation using fusion in decoder
(Izacard and Grave, 2021) and model it as ques-
tion answering task. Note that in their approach a
claim is concatenated with each passage and these
claim–passage pairs are encoded separately — so
as to reduce the computational overhead due to full
self-attention — before they are fed to the decoder.
Our approach, on the other hand, frames the task
as query-focused multi-document summarization,
and the use of PRIMERA means we can use the
concatenated claim and all passages as input due

https://github.com/studio-ousia/bpr


CLAIM: About 60% of the warming observed from 1970 to 2000 was very likely caused by the above natural 60-year
climatic cycle during its warming phase.
LABEL: REFUTES
GEN: In the scientific literature, there is an overwhelming consensus that global surface temperatures have increased in
recent decades and that the trend is caused mainly by human-induced emissions of greenhouse gases.
REF: It is extremely likely (95-100% probability) that human influence was the dominant cause of global warming between
1951-2010.

CLAIM: That humans are causing the rise in atmospheric CO2 is confirmed by multiple isotopic analyses.
LABEL: SUPPORTS
GEN: Human activity since the Industrial Revolution has increased the amount of greenhouse gases in the atmosphere,
leading to increased radiative forcing from CO2, methane, tropospheric ozone, CFCs, and nitrous oxide.
REF: While CO2 absorption and release is always happening as a result of natural processes, the recent rise in CO2 levels
in the atmosphere is known to be mainly due to human (anthropogenic) activity.

Table 2: Example generated explanations with P-full. CLAIM=claim text, LABEL=claim label, GEN=generated
explanation, REF=reference explanation.

Model B-Score R-1 R-L Accuracy

FiD 0.26 0.25 0.22 0.55
P-claim 0.29 0.29 0.24 0.56
P-full 0.32 0.33 0.28 0.60

Table 3: Explanation generation and veracity predic-
tion performance: B-Score=BERTScore, R-1=ROUGE-
1 and R-L=ROUGE-L.

to its sparse attention mechanism. To clarify, the
main difference between our model and Bhatia et al.
(2021a) lies in the generator, as both models use
BPR as the retriever. In terms of evaluation met-
rics we use ROUGE (Lin, 2004) and BERTScore
(Zhang et al., 2020b) for assessing generation qual-
ity, and accuracy for veracity prediction.

5.1 Overall performance

Table 3 shows the results for Bhatia et al.
(2021a) (FiD) vs. two variants of our method:
(1) PRIMERA that uses only claim as input
(P-claim); and (2) PRIMERA that uses both
claim and retrieved passages as input (P-full).
P-full outperforms the baseline model by a mar-
gin of 5–6%, and P-claim also outperforms the
baseline by a margin of 2–4%, indicating that
PRIMERA is a better model for our task. Table 2
presents some explanations generated by P-full.
We can see that these generated examples constitute
plausible explanations.

5.2 Error Analyses

Automatic evaluation metrics have well-known lim-
itations (Koto et al., 2022), so we additionally per-
form manual analysis of 50 samples from P-full
that have the lowest ROUGE-1 scores. We catego-

rize four types of errors including claim-copying
(14%), insufficient explanation (56%), hallucina-
tion (10%), and no errors (20%) and present some
examples in Table 4. Claim-copying refers to di-
rectly copying claims as explanations, which lacks
explanatory power. Insufficient explanations con-
tain relevant keywords but are overall implausible.
Hallucination means generated explanations gives
the impression of being fluent and natural but are
unfaithful or nonsensical to the source documents.
And lastly, no errors are situations where the ex-
planations are good but due to low lexical overlap
they receive low ROUGE scores.

Based on the proportion of these error categories,
degenerative behaviour (claim-copying and halluci-
nation) is low, and the main issue is the inability of
our model to generate convincing explanations (in-
sufficient explanations), which is a hard problem.

To better understand the underlying causes of
insufficient explanations, we further analyse these
examples. We hypothesise two possible causes: (1)
the retrieved passages do not contain enough or rel-
evant information (i.e. a retriever problem) and (2)
the model is unable to reason or summarise over
multiple passages (i.e. a generator problem). Our
analysis reveals that the former is the main cause
(21/28 samples), where the retrieved passages are
not always relevant even though they share some
keywords with the claim. This problem is exacer-
bated if the claim is complex and contains many
important keywords, which makes the retrieved
passages more noisy. Ultimately, our findings sug-
gest that perhaps more focus should be put on im-
proving the retriever, as it appears to be the main
bottleneck in the system.



Error Type Generation R-1

Claim
Copying

CLAIM: ‘Global warming’ is a myth — so say 80 graphs from 58 peer-reviewed scientific papers
published in 2017.
LABEL: SUPPORTS
GEN: It is a myth — so say 80 graphs from 58 peer-reviewed scientific papers published in 2017.
REF: Delingpole has engaged in climate change denialism; in 2009 he wrote of ”The conspiracy
behind the Anthropogenic Global Warming myth.

0.11

Insufficient
Explanation

CLAIM: For instance, wind turbines kill birds and insects, and palm-oil plantations destroy the
biodiversity of the rain forests.
LABEL: SUPPORTS
GEN: Tropical rain forests are known for their biodiversity and natural resources, and are considered
key to the functioning of modern-day global climate.
REF: Thousands of birds, including rare species, have been killed by the blades of wind turbines,
though wind turbines contribute relatively insignificantly to anthropogenic avian mortality.

0.12

Hallucination CLAIM: Climate change need not endanger anyone.
LABEL: REFUTES
GEN: Climate change does not endanger anyone, especially low-income people and those with
limited economic resources.
REF: Given the potential threat to marine ecosystems and its ensuing impact on human society and
economy, especially as it acts in conjunction with anthropogenic global warming, there is an urgent
need for immediate action.

0.11

No Error CLAIM: Earth’s changing climate is a critical issue and poses the risk of significant environmental,
social and economic disruptions around the globe.
LABEL: SUPPORTS
GEN: Impacts include the direct effects of extreme weather, leading to injury and loss of life.
REF: If no mitigating actions are taken, significant disruptions in the Earth’s physical and ecological
systems, social systems, security and human health are likely to occur.

0.13

Table 4: Error analysis on P-full CLAIM=claim text, LABEL=claim label, GEN=generated explanation,
REF=reference explanation, R-1=ROUGE-1. R-1 is calculated between GEN and REF.

5.3 Analyzing different global attention

We next perform an ablation study with different
forms of global attention in the encoder:5

• P-full: Our proposed model with global
attention on special tokens and claim words.

• −sep: Global attention on claim words, spe-
cial claim, and passage tokens only.

• −claim: Global attention on <doc-sep>
only (default setting in Xiao et al. (2022)).

• −all: No global attention on any tokens (lo-
cal attention only).

As shown in Table 5, P-full has the best per-
formance. −claim has (marginally) lower perfor-
mance than −sep, suggesting that the claim words
are particularly important to the task. To better un-
derstand P-full vs. −claim (default PRIMERA
configuration), we manually examine the quality
of their generated explanations and observe that
the latter is more likely to produce claim-copying
errors and explanations that are inconsistent with
the predicted veracity label. This indicates that the
additional global attention helps the model to focus

5Note that sparse attention is only used for self-attention
in the encoder; cross-attention from the decoder always uses
full attention to the encoder inputs.

Setting B-Score R-1 R-L Accuracy

P-full 0.31 0.33 0.28 0.60
−sep 0.30 0.33 0.28 0.57
−claim 0.29 0.31 0.26 0.59
−all 0.30 0.31 0.26 0.58

Table 5: Global attention results. B-Score=BERTScore,
R-1=ROUGE-1 and R-L=ROUGE-L

on claims to generate better and more consistent
explanations.

6 Conclusion

In this work, we tackle the problem of claim verac-
ity prediction and explanation generation in the do-
main of climate change. We use PubMed and IPCC
reports as a knowledge source, and frame explana-
tion generation as a query-focused summarization
task and use PRIMERA as our generation model.
Quantitative and qualitative analyses demonstrate
that our proposed model improves the quality of
generated explanations, and that additional global
attention on the claim tokens is helpful.
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A Appendix
<s> CLAIM: 97 % consensus on human - ca used global warming has been dispro ven <doc-sep> PASSAGE: Since the mid - 19 th century , human activities have
increased greenhouse gases such as carbon dioxide , methane , and nit rous oxide in the Earth ’s atmosphere that resulted in increased average temperature . The effects
of rising temperature include soil degradation , loss of productivity of agricultural land , desert ification , loss of biodiversity , degradation of ecosystems , reduced
fresh - water resources , acid ification of the oceans , and the disruption and depletion of strat osp heric ozone . All these have an impact on human health , causing
non - commun icable diseases such as injuries during natural disasters , malnutrition during famine , and increased mortality during heat waves due to complications
in chronically ill patients . Direct exposure to <doc-sep> With a documented increase in average global surface temperatures of 0 . 6 degrees C since 1975 , Earth
now appears to be warming due to a variety of clim atic effects , most notably the casc ading effects of greenhouse gas emissions resulting from human activities .
There remains , however , no universal agreement on how rapidly , region ally , or asymm etr ically the planet will warm or on the true impact of global warming on
natural disasters and public health outcomes . Most reports to date of the public health impact of global warming have been anecdotal and retrospective in design
and have focused on the increase in heat - stroke deaths <doc-sep> Global air surface temperatures increased by about 0 . 6 degrees C during the 20 th century ,
but as Z w iers and Weaver discuss in their Perspective , the warming was not continuous . Two distinct periods of warming , from 1910 to 1945 and since 1976 ,
were separated by a period of very gradual cooling . The authors highlight the work by St ott et al ., who have performed the most comprehensive simulation of 20 th
century climate to date . The agreement between observed and simulated temperature variations strongly suggests that forcing from anthrop ogenic activities , moder
ated by variations in solar and volcanic forcing , has been the main driver of <doc-sep> Recent reconstruct ions of Northern Hemisphere temperatures and climate
forcing over the past 1000 years allow the warming of the 20 th century to be placed within a historical context and various mechanisms of climate change to be tested
. Compar isons of observations with simulations from an energy balance climate model indicate that as much as 41 to 64 % of pre anthrop ogenic ( pre - 18 50 ) dec
adal - scale temperature variations was due to changes in solar irrad iance and volcan ism . Removal of the forced response from reconstructed temperature time series
yields residual s that show similar variability to those of control runs of coupled models , thereby lending support to the <doc-sep> The most pronounced warming
in the historical global climate record prior to the recent warming occurred over the first half of the 20 th century and is known as the Early Tw ent ieth Century W
arming ( ET CW ). Understanding this period and the subsequent slowdown of warming is key to dis ent angling the relationship between dec adal variability and the
response to human influences in the present and future climate . This review discusses the observed changes during the E TC W and hypotheses for the underlying
causes and mechanisms . Attribution studies estimate that about a half ( 40 - 54 %; p > . 8 ) of the global warming from 1901 to 1950 was <doc-sep> </s>

Figure 2: Visualization of attention weights on model input

A.1 Analyzing attention weights
Attention weights can provide insights into what
the model focuses on during learning, and how it
affects generation. We visualize attention strength
on tokens in our model input in Figure 2. Darker
shades indicate higher weights on corresponding
words. We analyse the (summed) cross-attention
weights on the input words at the final decoding
step, and observe that our model tends to: (1)
produce strong attention on the claim words and
<doc-sep> tokens; and (2) focus on relevant
words in the passages.

A.2 Implementation Details
We split Climate-Fever into training, validation and
test sets which yields 963 training, 83 validation
and 332 test instances. We trained PRIMERA with
the following settings: number of retrieved pas-
sages = 5, batch size = 1 with gradient accumula-
tion = 4, max input text length = 1,024 and max
generated output length = 150. We use Adam opti-
mizer, learning rate = 1e-5 with a linear scheduler,
weight decay = 0.01, and total steps = 8,000 with
warmup steps = 400. We evaluate our model on
validation set every 500 steps. Following previ-
ous work (Bhatia et al., 2021a), we use ROUGE
scores (ROUGE-1 and ROUGE-L) and rescaled
BERTScore to evaluate the performance of explana-
tion generation and classification accuracy (ACC)
for veracity prediction.


