
Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics
Volume 2: Short Papers, pages 94 - 99

May 22-27, 2022 c©2022 Association for Computational Linguistics

Does BERT Know that the IS-A Relation Is Transitive?

Ruixi Lin and Hwee Tou Ng
Department of Computer Science
National University of Singapore

{ruixi,nght}@comp.nus.edu.sg

Abstract

The success of a natural language processing
(NLP) system on a task does not amount to
fully understanding the complexity of the task,
typified by many deep learning models. One
such question is: can a black-box model make
logically consistent predictions for transitive re-
lations? Recent studies suggest that pre-trained
BERT can capture lexico-semantic clues from
words in the context. However, to what extent
BERT captures the transitive nature of some
lexical relations is unclear. From a probing
perspective, we examine WordNet word senses
and the IS-A relation, which is a transitive rela-
tion. That is, for senses A, B, and C, A is-a B
and B is-a C entail A is-a C. We aim to quan-
tify how much BERT agrees with the transitive
property of IS-A relations, via a minimalist
probing setting. Our investigation reveals that
BERT’s predictions do not fully obey the tran-
sitivity property of the IS-A relation.1

1 Introduction

The IS-A relation denotes a subclass relation. If
A is-a B, then the concept A is a subclass of the
concept B, or A is subsumed by B. The IS-A re-
lation is frequently encoded in lexical taxonomies.
The IS-A relation has great significance since it em-
powers generalization, and generalization is at the
core of machine inference for text understanding.
The IS-A hierarchy is inherently transitive, i.e., for
three concepts (or word senses) A, B, and C, A
is-a B and B is-a C entail A is-a C. For example,
knowing that humanoid is a type of automaton, and
automaton is a type of artifact, then by transitivity,
the relation humanoid is an artifact also holds.

The concept of transitivity is easy to compre-
hend by humans. However, deep learning mod-
els, including pre-trained language models such
as BERT (Devlin et al., 2019), are known to lack

1The source code and dataset of this paper are
available at https://github.com/nusnlp/
probe-bert-transitivity.

some human-level generalization capacities in text
understanding, or it may show some capacities for
making correct predictions but for the wrong rea-
sons, including being insensitive to negation and ex-
ploiting only surface features (Kassner and Schutze,
2020; Ettinger, 2020), lacking understanding of per-
ceptual properties (Forbes et al., 2019; Weir et al.,
2020), and surface form competition (Holtzman
et al., 2021).

Despite the issues raised above, previous work
has shown that BERT’s layers align with the NLP
pipeline, and representations in the different layers
of BERT are found to capture different levels of
textual understanding, from syntactic (e.g., part-
of-speech tagging) to semantic (e.g., semantic role
labeling) as the layers go from the lower to higher
layers (Tenney et al., 2019a,b). Recent studies
also suggest that BERT can capture lexical relation
clues from words in contexts (Vulić et al., 2020;
Misra et al., 2020). Researchers begin to recog-
nize BERT as an open knowledge source and query
BERT for information (Petroni et al., 2019). More-
over, BERT, even without fine-tuning on down-
stream tasks, possesses a fair ability to produce con-
textualized embeddings that cluster to word senses
(Wiedemann et al., 2019; Haber and Poesio, 2020;
Mickus et al., 2020; Loureiro et al., 2021). These
findings suggest that BERT has some understand-
ing of the building blocks of language. Following
these findings, since an IS-A taxonomy can be built
on top of explicit word senses, do contextualized
embeddings learned from BERT for word senses
(in particular contexts) respect the properties of the
IS-A taxonomy, specifically transitivity? That is,
does BERT make logically consistent predictions
that enforce the transitivity constraint of the IS-A
relation?

In this paper, we introduce a minimalist probing
method to investigate whether BERT knows that
the IS-A relation is transitive. We first quantify
how well BERT predicts the IS-A relation. Next,
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we measure the extent to which BERT enforces the
transitivity constraint. That is, given that BERT
predicts A is-a B and B is-a C, does it then predict
A is-a C?

In our work, we make use of WordNet (Fell-
baum, 1998) and propose a method to sample word
sense pairs with contexts from WordNet example
sentences to build a probing dataset. We use a near-
est neighbor classifier for probing, which does not
require any parameter tuning. Our findings indi-
cate that BERT can predict IS-A relations with an
accuracy score of 72.6%. However, when BERT
predicts A is-a B and B is-a C, it only predicts A
is-a C 82.4% of the time. This suggests that simply
treating BERT as is as a knowledge base (Petroni
et al., 2019) is not completely satisfactory, and ad-
ditional work needs to be done to incorporate the
transitivity constraint in natural language inference
when using BERT.

2 Related Work

A key weakness of deep learning models is that
they are black-box models and do not offer explain-
able and interpretable predictions. This has led to a
large body of research regarding their interpretabil-
ity (Linardatos et al., 2021). The pre-trained lan-
guage model BERT has been extensively analyzed
since its release. In particular, feature-based probes
have been proposed to show how a particular layer,
head, or neuron of BERT works on a downstream
NLP task. Usually with a small set of additional pa-
rameters, a probe is trained in a supervised manner
using feature representations from the pre-trained
BERT, e.g., contextualized embeddings, to solve
a particular task (Wu et al., 2020). Attention and
structural probes have been invented to investigate
different aspects of BERT and linguistic proper-
ties (Lin et al., 2019; Jawahar et al., 2019; Clark
et al., 2019; Hewitt and Manning, 2019; Manning
et al., 2020; Tenney et al., 2019a,b; Pruksachatkun
et al., 2020). Latent ontology of contextual embed-
dings has also been investigated via cluster analysis
(Michael et al., 2020). On probing contextualized
representations for lexico-semantic relations, pre-
vious studies have investigated BERT for lexical
relation classification via a neural network probe
on type-level embeddings (Vulić et al., 2020).

Our work differs from prior work by our goal to
explicitly investigate how much BERT understands
the IS-A relation and more importantly, obeys the
transitivity constraint. That is, we aim to determine

Figure 1: An example of an IS-A pair

if and how often BERT makes logically consistent
predictions for the IS-A relation. Moreover, we
focus on investigating sense-based IS-A relation,
which is associated with explicit word senses in
their contexts, so contextualized embeddings can
be clearly mapped to word senses.

3 Experimental Setup

We probe if and how well BERT can predict the
IS-A relation and its transitivity.
Task Definition For a dataset of interest, we de-
note it as D = {[(u1, v1), y1], · · · , [(un, vn), yn]}.
(u1:n, v1:n) = [(u1, v1) · · · , (un, vn)] are repre-
sentations for pairs of word senses and y1:n =
(y1, · · · , yn) are labels for the IS-A relation clas-
sification task, where 1 denotes the positive IS-A
relation and 0 otherwise. In our probing task, we
quantify the extent to which (u1:n, v1:n) encode
relations y1:n. To probe BERT, we use the contex-
tualized embedding (i.e., BERT’s final hidden state
output) of a word in a given context as the repre-
sentation for the sense associated with the word’s
meaning in that context.
Contextualized Embeddings In this work, we fo-
cus on the BERT-base model. Given a target word
wt and its context c, BERT produces a final hid-
den state output as the contextualized embedding
ot for the target word wt. If wt is tokenized into
subwords, we take the average over all subwords
to be the contextualized embedding.

3.1 Probing Dataset
WordNet (Fellbaum, 1998) is a rich lexical database
of word senses connected via the IS-A relation
with example sentences for sense usages, making
it a natural resource for probing. A 1-hop IS-A
relation is illustrated in Figure 1. By transitivity,
an n-hop IS-A relation is formed from a chain of
n parent-child IS-A links. We focus on noun pairs
in this work as nouns make up 70% of all senses in
WordNet, and the path lengths for nouns are often
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longer than for verbs. We propose a path-based
sampling method to generate pairs from WordNet,
as follows:

1. Let L = { s | s ∈ S and hypo(s) = ∅ } denote
all leaf senses from WordNet, where S rep-
resents the set of all senses in WordNet, and
hypo(s) denotes the set of hyponym (children)
senses of sense s.

2. For IS-A, sample a leaf sense N uniformly
at random from L, connect N to the root R,
which gives a path p (N → R). For not IS-
A, similarly sample two leaf senses N1, N2

randomly from L and obtain two paths p1
(N1 → R) and p2 (N2 → R).

3. For IS-A, randomly sample three senses
A,B,C from p and ensure that example sen-
tences exist for senses A,B,C. This results
in the 3-tuple (A,B,C) and three positive ex-
amples (A,B), (B,C), (A,C). For not IS-A,
randomly sample A′ and B′ from p1 and p2
respectively, ensuring that example sentences
exist for senses A′ and B′. If A′ is not on the
path of B′ → R and vice versa, then we ob-
tain a negative example (A′, B′); else return
to step 2.

4. Repeat step 2 and 3 to sample more positive
and negative examples, until the desired num-
ber of examples is reached.

In our probing dataset, We have 1,665 3-tuples
resulting in 4,995 positive examples, as well as
4,995 negative examples, where each example is a
pair of senses.

3.2 Probing Method

Since our goal is to determine what BERT as a pre-
trained language model knows about transitivity,
we use a simple nearest neighbor (1-nn) classifier
without further fine-tuning of BERT’s parameters.
We also adopt a 1-nn classifier instead of a more
complex classifier so that we are measuring what
BERT knows and not what is learned by a subse-
quent complex classification model.

Our 1-nn probing classifier works by finding the
closest example in the training set for a test ex-
ample, and using the closest training example’s
label as the prediction. Euclidean distance is used
as the distance metric for our 1-nn probing classi-
fier. We represent each example, which is a pair

of senses, by the concatenation of the contextual-
ized embeddings of the pair. For a pair of target
words (w1, w2) and their respective contextualized
embeddings (o1, o2), r(o1, o2) denotes the relation
embedding of the pair:

r(o1, o2) = [o1; o2] (1)

Let r and r′ denote two examples, and let m denote
the dimension of the relation embeddings. The
Euclidean metric d(r, r′) is computed as follows:

d(r, r′) =

√√√√ m∑
i=1

(ri − r
′
i)
2 (2)

3.3 Evaluation
Model and Hyperparameters For our BERT
model, we use the basic bert-base-uncased model2,
which has 12 layers with a hidden dimension of
768. For 1-nn, we adopt the scikit-learn (Pedregosa
et al., 2011) KNeighborsClassifier implementation.
Training and Test Data for Probing Classifier
Following similar sizes of other probing datasets
(Vulić et al., 2020; Tenney et al., 2019b), we set
aside a test set consisting of 1,998 positive (IS-A)
examples (generated from 666 3-tuples) and 1,998
negative (not IS-A) examples. We split the remain-
ing examples into 3 equal training sets, each con-
sisting of 999 positive examples (generated from
333 3-tuples) and 999 negative examples. We re-
port the average score over the 3 runs.

For the transitive examples
[(A,B), (B,C), (A,C)] in the test set, the
average numbers of hops for (A,B) and (B,C)
are 1.5 and 2.1 respectively. This difference is due
to the fact that the senses with at least an example
sentence are not evenly distributed along a path
for nouns in WordNet. On average, only 46% of
senses on a sampled path have example sentences,
out of which 72% of the senses in the bottom
half (i.e., the half closer to the leaves) of the path
are associated with example sentences, whereas
only 17% of the top half have example sentences.
Therefore, when a sense C is sampled from the top
half of the path, it is likely to be further away from
sense B.
Evaluation Metric We adopt accuracy as our eval-
uation metric, which measures the percentage of
test examples correctly predicted by the probing
classifier. All accuracy scores are computed using
the scikit-learn package.

2https://huggingface.co/transformers/
pretrained_models.html
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Pairs IS-A IS-A and not IS-A
# examples Acc. # examples Acc.

All 1998 65.2 ± 2.8 3996 72.6 ± 0.9
1-hop 702 65.8 ± 2.4 1404 72.3 ± 0.9
2-hop 560 64.4 ± 3.5 1120 73.2 ± 1.8
3-hop 377 68.1 ± 3.7 754 72.4 ± 0.8
4-hop 212 65.6 ± 2.4 424 74.1 ± 1.1
5-hop 67 60.7 ± 4.6 134 71.6 ± 1.2
6-hop 40 58.3 ± 8.2 80 70.0 ± 4.7

Table 1: Accuracy scores on the test set, in the form of mean ± standard deviation. Columns 2–3: Accuracy (%)
scores for n-hop IS-A pairs. Columns 4–5: Accuracy (%) scores for n-hop IS-A pairs and the same number of not
IS-A pairs. Since longer paths are fewer and senses with example sentences are fewer when they are more distant
from the leaf, the number of sampled pairs becomes fewer as the number of hops increases. Hops more than 6 are
not shown as the number of n-hop examples for any n > 6 is fewer than 20.

p(AB) p(BC) p(AC) p(AC|
AB,BC)

63.1 (1.9) 66.3 (3.9) 66.2 (2.9) 82.4 (3.1)

Table 2: Accuracy (%) scores for the 666 transitive 3-
tuples in the test set. The standard deviations across
three runs are shown in parentheses.

4 Experimental Results

4.1 Results Grouped by Number of Hops

The accuracy scores for the test set are shown in
Table 1. The overall accuracy score for all pairs of
both IS-A and not IS-A classes is 72.6%, suggest-
ing that BERT correctly predicts IS-A relations to
some extent. We also provide a breakdown of the
accuracy scores according to different number of
IS-A hops. The scores indicate that BERT predicts
IS-A relations with higher accuracy for smaller
number of hops (1–4) than for larger number of
hops (5–6), although the prediction accuracy does
not drop by a large amount when the number of
hops increases, and the accuracy does not vary too
much within 1–4 hops.

4.2 Prediction Ability for Transitivity

We quantify BERT’s prediction ability for transitiv-
ity by measuring how often BERT makes logically
consistent predictions for IS-A relations. Specif-
ically, suppose word senses (A,B,C) form the
following transitive IS-A relations: A is-a B is-a
C. We measure how often BERT correctly predicts
the IS-A relation (A,C) given that it correctly pre-
dicts (A,B) and (B,C). Table 2 shows the ac-
curacy scores for the 666 transitive 3-tuples. In
the table, p(AB) denotes the percentage of cor-

rectly predicted (A,B) in the 666 (A,B) pairs.
Similar definitions apply to p(BC) and p(AC).
p(AC|AB,BC) denotes the percentage of cor-
rectly predicted (A,C), given that (A,B) and
(B,C) are correctly predicted. The conditional
probability in Table 2 indicates that when BERT
predicts that A is-a B and B is-a C, it correctly
predicts that A is-a C 82.4% of the time. That
A is-a C is not always predicted correctly (given
that BERT correctly predicts A is-a B and B is-a
C) suggests that BERT lacks the ability to make
logically consistent predictions.

5 Conclusion

In this paper, we have investigated how much
BERT agrees with the transitivity constraint of the
IS-A relation, via a minimalist probing setting. Our
findings indicate that although BERT can predict
IS-A relations to some extent, it does not always
make logically consistent predictions. Allowing
BERT and more generally neural network models
to enforce the transitivity constraint of the IS-A
relation would be a worthy future research goal.
Besides the IS-A relation, there are other transitiv-
ity relations like after, before, larger than, smaller
than, etc. It would also be interesting to investi-
gate to what extent BERT also enforces or fails to
enforce these other transitivity relations in future
work.
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