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Abstract. The development of Translation Technologies, like Translation 

Memory and Machine Translation, has completely changed the translation 

industry and translator’s workflow in the last decades. Nevertheless, TM and 

MT have been developed separately until very recently. This ongoing project 

will study the external integration of TM and MT, examining if the productivity 

and post-editing efforts of translators are higher or lower than using only TM. 

To this end, we will conduct an experiment where translation students and 

professional translators will be asked to translate three short texts; then we will 

check the post-editing efforts (temporal, technical and cognitive efforts) and 

the quality of the translated texts.  
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1 Introduction 

The way translators work has changed considerably in the last decades: with a world 

that is more globalised each day, the creation of texts has increased, and this has also 

affected and transformed the translation industry. The development of Translation 

Memory (TM) tools and Machine Translation (MT) systems is the result of these 

changes.  

Translation Memory and Machine Translation as applications have been used for 

many years by academics and professional translators, but they have been developed 

and studied in isolation [1]. Nonetheless, recent research suggests there is an increase 

in the interest of integrating these two applications.  

The integration of TM and MT creates new questions for all the parties involved in 

the translation process (translators, language service providers, clients) and academia. 

Will the integration save time? Therefore, will it also save money? Will the quality of 

the texts be as good as a translation from scratch?  

Even if the answer to these questions turns out to be positive (e.g., the time will be 

reduced and the quality maintained), another question remains: Will the cognitive 

efforts of translators decrease? With the integration of TM and MT, more options (or 

segments) are presented to the translator and the translator’s cognitive efforts may vary 

as the translation process would have one more step (explained in five simple steps): 
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1) Read source segment 

2) Read TM output 

3) Read MT output 

4) Compare and choose which option is better 

5) Translate or post-edit 

 

The aim of this work-in-progress paper is to compare the different types of post-

editing efforts (temporal, technical and cognitive) of translating with only TM or MT 

and translating with the combination of TM and MT. That is, calculating if the time it 

takes to finish a translation task is higher or lower using both technologies, checking if 

the technical efforts (studying the keystrokes and edits) are the same, lower, or higher; 

and examining if the cognitive efforts are also higher or lower using TM and MT. Our 

initial hypothesis is that the three efforts will decrease with the combination of TM and 

MT, however, while there are studies about the differences between translating with 

TM and MT [2, 3], empirical research about translating with a Computer-Assisted 

Translation (CAT) tool that integrates TM and MT is still limited. 

Therefore, this ongoing project will try to answer the following research questions: 

RQ1: Will the translator save time using a system that integrates TM and MT? 

RQ2: Will the translator invest less cognitive efforts when using TM and MT? 

RQ3: Will the quality of the translation not be deteriorated when using TM systems 

with integrated MT?  

2 Related work 

The integration of TM and MT was first envisaged by Peter Arthern [4] and 

nowadays most CAT tools have an option to integrate both technologies. 

According to Zaretskaya et al. [5] the integration of TM and MT can be separated in 

two main categories: internal and external. The internal integration aims at improving 

the quality of the TM systems by using MT techniques, or vice versa, thus providing 

only one option to the translator. The external integration provides another suggestion, 

the MT output, in addition to the matches from the TM.  

One of the first studies on the internal processing integration of TM and MT is from 

authors Lange and Bennet [6], in which they integrated MT into the translation process 

by treating the MT segments as fuzzy matches. Several papers working on internal 

integration were published the following years [7, 8, 9]. 

Concerning the external integration, Kanavos and Kartsaklis [10] is one of the first 

studies about this topic, however, the integration is not straightforward as the MT is not 

suggested with every segment, but only with the segments with a low fuzzy match. 

Other relevant studies are The MateCat project [11], and Eriguchi et al. [12] where TM 

segments were combined with Neural Machine Translation. 

Herbig et al. [13] briefly discuss that “machines can generate a variety of probable 

translations from MT and TM instead of a single one” and that this could bias or confuse 

the human translator. The translators could, for example, see an output from the TM or 

the MT and consider it accurate since the other aspects of the sentence (grammar, 
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punctuation, coherence, etc.) may be correct, whereas the translation is not. They 

claimed, therefore, that future research should focus on estimating the cognitive efforts 

of translators in these types of scenarios. 

3 Methodology 

3.1 Experiments 

The experiments we will carry out are, according to Zaretskaya et al. [5], within the 

external integration category. We will check if the translators’ post-editing efforts 

increase or decrease in a setting where both segments from TM and MT are suggested. 

As the main objective of the project is to examine the differences between translating 

with the help of only TM or MT and translating with the combination of both 

technologies, professional translators and Translation students will be asked to translate 

three short texts (around 300 words) with a CAT tool from English into Spanish. 

The first text will be translated using TM, the second text will be translated with MT, 

and the third text will be translated using TM and MT. As the texts are different the 

results may not be conclusive, therefore the same texts should be translated again 

changing the order.  

Table 1. Distribution of the texts 

1st text 2nd text 3rd text 

TM  MT TM + MT 

 

  

The study will be divided in two stages: the pilot project and the main project. For 

the pilot project and, due to the COVID-19 pandemic, participants can carry out the 

task remotely (in their homes, university, library) as long as they have an internet 

connection; in the main project, the translation task will be carried out in the presence 

of the researcher using an eye-tracking device that records the eye movements and the 

size of the pupil of the translators.  

3.2 Post-editing efforts 

The post-editing efforts, first described by Krings [14], will be studied as follows: 

Temporal effort: The total time it takes for each translator to complete the task will 

be recorded, as well as the seconds per segments and the seconds per word.  

Technical effort: An analysis of the keystrokes will be made with a key-logging 

tool, as well as the edit distance, which is the number of changes that were made from 

the source text to the translated text. and the post-edit distance. Post-edit distance is 

calculated by dividing the number of words or characters in the original text between 

the number of words or characters in the post-edited text.  



164

4 

Cognitive effort: To study the cognitive efforts, we will use an eye-tracking device. 

The measures that will be studied with the eye-tracker are the following: pauses or 

fixations (fixation duration, fixation count, first and second fixation duration), eye-

movement, pupil dilation and regression behaviour. The eye-tracking software 

generates a video recording of the screen and the face/eyes of the participant, as well 

as an Excel file with the data collected. It also includes heat maps and gaze plots. 

3.3 Qualitative data 

In order to collect qualitative data, this project will also include two questionnaires: 

one before the translation task and one after the translation task. The first questionnaire 

will contain questions about the background of the participants (education, job 

experience on translation), their knowledge of CAT tools and their general opinion of 

working with translation technologies. The questionnaire after the translation task will 

include questions regarding their opinion of the experiment: if they think using TM and 

MT is beneficial, if they prefer working only with TM, etc. Previous studies have also 

conducted similar surveys [2, 15, 3].  

The quantitative results (gathered from the translation task) may differ from the 

qualitative results. For instance, the eye-tracking results could show that the translator 

invests less cognitive efforts during the translation of the texts using TM and MT 

combined, but the experience of the participants could be the opposite, i.e., they find it 

more difficult to translate with TM and MT, rather than with only TM. Therefore, we 

also plan to analyze the times each translator chooses each option (translate from 

scratch, edit TM or post-edit MT), and if the option they choose is the most beneficial 

in terms of cognitive and temporal efforts.  

3.4 Quality Evaluation Methods 

The results will be evaluated manually and automatically. For the manual evaluation, 

the TAUS DQF/MQM Error Typology [16] will be used.  

Regarding the automatic evaluation, all the translations made by the participants will 

be assessed with the automatic metrics BLEU [17], TER [18] and METEOR [19] 

comparing the results of the participants with a ‘gold standard’ to check if they 

correspond to the manual evaluation.  

4 Conclusion 

To sum up, we will carry out an experiment to check whether the external integration 

of TM and MT, where translators are able to see segments proposed by both 

technologies, is beneficial for translators. To do that, we will conduct a translation task, 

and we will assess if the temporal, technical and cognitive efforts increase or decrease. 

We will also check the quality of the translations, and we will collect qualitative data 

about the opinion of the participants with two questionnaires. 
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