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Abstract

This work describes the participation of the
Universidad Autónoma de Chihuahua team at
the Social Media Mining for Health Applica-
tions (SMM4H) 2021 shared task. Our team
participated in Tasks 5 and 6, both focused
on the automatic classification of tweets re-
lated to COVID-19. Task 5 considered a bi-
nary classification problem, aiming to iden-
tify self-reporting tweets of potential cases of
COVID-19. On the other hand, Task 6 goal
was to classify tweets containing COVID-19
symptoms. For both tasks we used models
based on bidirectional encoder representations
from transformers (BERT). Our objective was
to determine whether a model trained on a cor-
pus from the domain of interest could outper-
formed one trained on a much larger general
domain corpus. Our F1 results were encour-
aging, 0.77 and 0.95 for Tasks 5 and 6 re-
spectively, having achieved the highest score
among all the participants in the latter.

1 Introduction

The Social Media Mining for Health Applications
(SMM4H) 2021 shared task aimed to address the
challenges presented in Natural Language Process-
ing (NLP) applied to text obtained from social net-
works, specifically Twitter, to gain medical insights
(Magge et al., 2021). This year’s SMM4H pro-
posed 8 different problems that involved classifica-
tion and Named Entity Recognition (NER) tasks.
Our team focused on Tasks 5 and 6, both dealing
with classification of COVID-19 related tweets in
different situations. We decided to approach this
problem with transformer-based models (Vaswani
et al., 2017), since they are considered state-of-the-
art in many NLP applications. Also, we hypothe-
sized that a model trained on domain specific texts
could performed better than one trained in a much
larger but general-domain corpus. To test our hy-
pothesis, we implemented two models that share
the same architecture but were trained on different

data sets; on the one hand, the large uncased ver-
sion of BERT (BERT-Large) (Devlin et al., 2018),
which is a model pretrained on a very large corpus
(Wikipedia), and, on the other hand, CT-BERT that
is a model based on BERT-Large but pretrained
on a smaller corpus of COVID-19 related tweets
(Müller et al., 2020).

2 Tasks Description

2.1 Task 5: Classification of tweets
self-reporting potential cases of
COVID-19

This is a binary classification task that involves
distinguishing tweets of potential cases of COVID-
19 (including situations that pose high risk of
contagion) annotated as "1", from those that do
not represent danger (annotated as "0"). Next, we
show a tweet example for each class (Klein et al.,
2021).

I think I have the coronavirus I’ve been coughing
nonstop all day and I feel really warm Label: "1"

With coronavirus we certainly need more doctors
and surgeons and nurses and sonographs and
radiologists, let them in, quick! Label: "0"

Table 1 shows the labels distribution over the
training, validation and test sets, as given by the
organizers. NA denotes that the corresponding
number is currently unknown.

Dataset "1" "0" #
Training 1,026 5,439 6,465
Validation 122 594 716
Test NA NA 10,000

Table 1: Distribution of labels over the training, valida-
tion and test sets for Task 5.
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2.2 Task 6: Classification of COVID-19
tweets containing symptoms

This task is a three-way classification problem
where the target classes are self_reports, non-
personal_reports and literature/news_mentions.
Self reports are personal mentions where the user
describes his/her own symptoms. Nonpersonal
reports are tweets where the user describes
symptoms that other people experience. In
addition, literature/news mentions are tweets
coming from news articles or other sources that
describe medical symptoms. Next, we show a
tweet example for each class; then, Table 2 shows
the labels distribution over the dataset.

In a study done in Milan, Italy, 402 Covid-19
patients were surveyed after being discharged.
28% showed symptoms of PTSD, 31% suffered
from depression, 40% had insomnia, amp; 42%

had anxiety. Overall, 56% of participants
manifested at least one mental disorder following

the disease. Label: "Lit-News_mentions"

@mention My wife takes 3 subway and a bus one
way to reach her downtown office. She started
having erratic fever and slight cough in past 3

days. She also travelled from India on 18th
January via Germany and London. Does is qualify

for a covid-19 test? Label:
"Nonpersonal_reports"

Agreed! My covid19 was considered mid-level I
wouldn’t wish what I went through on my worst

enemy. 1st symptoms March 19th - STILL
RECOVERING!!! #longtailcovid Label:

"Self_reports"

Dataset LitNews NonP Self R #
Training 4,277 3,442 1,348 9,067
Validation 247 180 73 500
Test NA NA NA 6,500

Table 2: Distribution of labels over the training, valida-
tion and test sets for Task 6.

3 Our approach

For both tasks we implemented models based on
the deep neural transformer architecture (Vaswani

et al., 2017), since they have achieved state-of-
the-art (SOTA) results in several NLP tasks. We
studied the impact of fine-tuned BERT Large
and CT-BERT pretrained models (Devlin et al.,
2018)(Müller et al., 2020). For both models we
employed the Pytorch implementation available
from the HuggingFace library (Wolf et al., 2020).

3.1 Model Architecture
Figure 1 shows the general architecture shared by
the two used models. It follows a standard design
for sentence classification tasks using BERT, which
considers the hidden state h of the final layer over
the special token [CLS] as the full representation of
the input sequences, and on top of this a classifier.
The classifier head consists of a fully-connected
layer with dropout probability of 0.1, 1024 input
units, with 2 output units for Task 5 and 3 units for
Task 6, followed by a softmax activation function
to predict the class probability given the hidden
state representation.

Figure 1: General model architecture

4 Experimental Setup

In this section we describe the training process for
the two models in both tasks.

4.1 Data Preprocessing
All tweets in both tasks were preprocessed with the
following operations1:

• Replace @usernames with a "user" token.

• Replace multiple occurrences of the "user" to-
ken with "n user", where n denotes the number
of times the "user" token appears in the tweet.

1https://github.com/digitalepidemiologylab/covid-twitter-
bert/tree/master/utils
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• Replace URLs with a "url" token.

• Replace multiple occurrences of the "url" to-
ken with "n url", where n denotes the number
of times the "url" token appears in the tweet.

• Convert emojis to their text aliases using the
emoji library2.

• Standardize text to ASCII representation. Us-
ing the Unidecode library3, we removed all
unicode symbols, punctuation and accented
characters.

• Lowercase all the text.

4.2 Fine-tuning of models
In both tasks the models were fine-tuned with the
Optuna framework (Akiba et al., 2019) using a ran-
dom search approach by trying 10 different com-
binations for each model in each task. The search
space described in Table 3 was defined so that the
range of values stay close to the recommended val-
ues for BERT4.

Weight Decay LR Epochs
0 - 0.3 1e-5 - 5e-5 1 - 4

Table 3: Hyper parameter search space

For Task 5, the best performing hyper parame-
ter set according to the F1 score in the validation
set was used in both models: 0.1328 weight de-
cay, 3.154e-5 learning rate and 3 epochs. For Task
6 the values selected were 0.1423 weight decay,
3.278e-5 learning rate and 3 epochs for both mod-
els. Furthermore, the models for both tasks were
trained over the concatenation of the training and
validation sets for the final submission.

4.3 Results
Performance was measured using precision, recall
and macro F1 metrics. Tables 4 and 5 show the per-
formance attained in the test and validation sets of
Task 5 and 6 respectively. Results in the validation
and test sets of Task 5 were better for the CT-BERT
model by a large margin, whilst for Task 6 both
models achieved a high score with a small differ-
ence between them. CT-BERT outperformed both
the BERT and the median submission score of all
participants in the test set in both tasks achieving
the highest score of all systems in Task 6.

2https://pypi.org/project/emoji/
3https://pypi.org/project/Unidecode/
4https://github.com/google-research/bert

System Data F1 P R
BERT Val 0.82 0.83 0.81
CT-BERT Val 0.89 0.89 0.90
BERT Test 0.68 0.71 0.65
CT-BERT Test 0.77 0.76 0.77
Median Test 0.74 0.73 0.74

Table 4: Results on test and validation data for Task 5

System Data F1 P R
BERT Val 0.99 0.99 0.99
CT-BERT Val 0.98 0.98 0.98
BERT Test 0.94 0.93 0.93
CT-BERT Test 0.95 0.94 0.94
Median Test 0.93 0.93 0.93

Table 5: Results on test and validation data for Task 6

5 Discussion

The training set for Task 5 was unbalanced, approx-
imately at a ratio of 1:5 for classes "1" and "0".
During experimentation an attempt was made to
balance the classes to see if this would improve
the results, but this approach was abandoned as
the metrics dropped considerably. Also, it was ob-
served that data preprocessing had a greater impact
than hyper parameter search on the models for both
tasks.

We analyzed the errors on the validation set in
Task 5 for both models. The BERT model misla-
beled 60 tweets vs 44 for CT-BERT, with 27 errors
in common. Next we show two tweets that both
models wrongly predicted:

• i cough once and people think i have the coro-
navirus. Predicted = 1, True label = 0

• I legit feel super sick to my stomach and re-
ally weak hopefully I’m not dying from coron-
avirus. Predicted = 0, True label = 1

Data in Task 5 showed that tweets labeled as
"1" contain more mentions of the words "i", "got",
"cough" and other symptoms compared to the
tweets labeled as "0". While analyzing the com-
mon errors in both BERT and CT-BERT on the
validation set, we discovered that "0" tweets that
included these words were often misclassified as
"1". On the other hand, in the validation set of Task
6 the BERT model mislabeled 4 tweets vs 9 tweets
for CT-BERT, with only 3 errors in common. The
following are two examples of errors made by our
model.
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• @user Hi @user. The symptoms of Covid-19
are similar to that of a common cold or flu.
These symptoms are: fatigue, fever, coughing,
stuffy nose, sore throat or diarrhea. Seek med-
ical attention if you, your child or family mem-
ber show any of these signs. url. Predicted
= Lit-News, True label = Nonpersonal Re-
ports

• @user1 @user2 @user3 @user4 @user5
@user6 @user7 @user8 @user9 Man life is
full of tortures. Has everyone with covid19
shown excessive damage in India? It is the
opposite. 80% are asymptomatic. 10% have
fever and 5% require medical supervision and
rest need oxygen support. No need to panic..
Predicted = Nonpersonal Reports, True la-
bel = Lit-News

All errors in the validation set were misclassi-
fications between the Lit-News and Nonpersonal
Reports labels, where the model struggles to dif-
ferentiate between the size of the audience of the
tweet. In addition, tweets written in an impersonal
style tend to be classified as News, whereas tweets
written in first person tend to be classified as Non-
personal or Self Reports.

6 Conclusions and future work

Transfer learning has shown to achieve above av-
erage results for various NLP tasks, where domain
specific models can attain better results even if they
were trained with less data than a general domain
model. Based on the results obtained, we conclude
that a model trained with quality domain-specific
data (CT-BERT) can outperform a model trained
with a much larger amount of general domain data
(BERT).

In the experimental stage we also considered the
BioBERT model, which was trained on a medical
corpus (Lee et al., 2019), but it was not possible due
to time constraints. Thus, we envision a potential
future work to further compare the reach of several
domain-specific models in the prediction of social
media posts that could embed Covid-19 infection
risk information.

Based on the error analysis, we plan to further
improve our models’ performance by considering
wide & deep learning techniques (Cheng et al.,
2016), which help to enhance their generalization
ability by adding other types of features through
the wide branch.
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