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Abstract

This paper introduces our system at SemEval-
2021 Task 5: Toxic Spans Detection. The task
aims to accurately locate toxic spans within a
text. Using BIO tagging scheme, we model
the task as a token-level sequence labeling task.
Our system uses a single model built on the
model of multi-layer bidirectional transformer
encoder. And we introduce conditional ran-
dom field (CRF) to make the model learn the
constraints between tags. We use ERNIE as
pre-trained model, which is more suitable for
the task accroding to our experiments. In addi-
tion, we use adversarial training with the fast
gradient method (FGM) to improve the robust-
ness of the system. Our system obtains 69.85%
F1 score, ranking 3rd for the official evalua-
tion.

1 Introduction

With the prosperity of the Internet, it is easier and
easier for people to get information and publish
their opinions online. However, sometimes users’
opinions can be offensive to others. Because toxic
posts will have a negative impact on the network
environment, and manual identification is time-
consuming and expensive, automatic detection of
these behaviors has attracted researchers’ attention.

After adapting the hate-speech problem to the
problem of word sense disambiguation, an ap-
proach to detect hate speech in online text is pre-
sented (Warner and Hirschberg, 2012), which uses
template-based strategy to generate features and an
SVM classifier to identify whether the text is toxic
or not. In SemEval-2020 Task 12 (Zampieri et al.,
2020) and SemEval-2019 Task 6 (Zampieri et al.,
2019), which also related to offensive statements,
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transformer-based methods were the most popular
approaches for their great advantages in learning
word representations in context.

In Semeval-2021 task 5: Toxic Spans Detec-
tion (Pavlopoulos et al., 2021), the organizers use
posts from the publicly available Civil Comments
dataset (Borkan et al., 2019), which already com-
prises post-level toxicity annotations. After manual
annotation, character-level annotation results are
obtained, which are the toxic spans we need to lo-
cate. The task extends the prior work by identifying
spans that make a text toxic, which can better ex-
plain why posts are offensive rather than just giving
a system-generated unexplained toxicity score.

We model the task as a sequence labeling task be-
cause toxic spans are contextually influenced. Our
model is in Transformer-CRF architecture, and we
try different pre-trained models as the transformer’s
initialization to fine-tune model suitable for toxic
spans detection. The Conditional Random Fields
(CRF) (Lafferty et al., 2001) allows the model to
learn the constraints between tags. We also use
the Fast Gradient Method (FGM) (Miyato et al.,
2016) as adversarial training strategy, which ap-
plies perturbation to word embedding to enhance
the robustness of the model.

The paper is organized as follows: Section 2
briefly introduces the Toxic Spans Detection shared
task. Section 3 talks about our system, includ-
ing pre-processing and post-processing. Section 4
shows our experiment results. Finally, the conclu-
sion and future work are drawn in Section 5.

2 Toxic Spans Detection

The research of automatic offensive language detec-
tion has gained attention in the past decade. Instead
of just classifying the whole comments or docu-
ments, the Toxic Spans Detection task requires the
system to detect the spans that make a text toxic.
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Figure 1: Model structure of Transformer-CRF. In our system, the transformer encoder is ERNIE. “[CLS]” and
“[SEP]” are the special input tokens, “TokenN” means the Nth token in tokenized text. “E[CLS]”, “E[SEP]” and
“EN” means the output of “[CLS]”, “[SEP]” and the Nth token’s embedding after Transformer Encoder. The output
of Transformer-CRF is “TagN”, which is ”B-toxic”, ”I-toxic” or ”O”.

People often judge offensive sentences in terms
of words, therefore the toxic spans in this task are
always associated with words. In this task, the
input sentence may contain no toxic span, which
means it is not offensive. On the other hand, there
may be more than one word that shows the author’s
malice in the sentence. Considering toxic spans
are contextually influenced, we model the task as
a token-level sequence labeling task and use BIO
tagging scheme.

3 System description

Our system uses a single model to get the result,
which is in Transformer-CRF architecture. In our
system, we utilize a pre-trained contextualized lan-
guage model, namely ERNIE 2.0 (Sun et al., 2019),
to identify the toxic tokens. And we introduce CRF
to learn the constraints between tags. In addition,
we use adversarial training with the FGM to im-
prove our performance.

3.1 Data pre-processing

Toxic spans detection is a character-level task. Con-
sidering transformer architecture requires token-
level inputs, we choose token-level sequence label-
ing instead of character-level. When converting
character-level sequence labels to token-level, the
tokenizer we use is the one used in pre-training.
And we lowercase the text before tokenized.

After tokenizing the text, we tag the tokens. If
one of the token’s spans is tagged as toxic in the
original dataset, considering the tag of the previous
token, the token will be tagged as “B-toxic” or “I-
toxic” in pre-processed data. If the token’s spans
are not tagged as toxic in the original dataset, the
token will be tagged as “O” in pre-processed data.
Some typical examples are shown in Table 1.

3.2 Transformer-CRF architecture
Our system uses a single model to get token-level
predictions. The model is in Transformer-CRF
architecture. As shown in Figure 1, it consists
of three components: transformer encoder, fully
connected layer, and a CRF layer.

First, the transformer encoder is used to extract
representations of the input tokens. Based on multi-
layer bidirectional transformer encoder, we use
ERNIE as pre-trained model to encode. During
pre-training, transformer-based language models al-
ways use inputs with special tokens (such as [CLS]
or [SEP]). Therefore, after tokenizing text into to-
kens, we insert “[CLS]” at the beginning of the
token list and “[SEP]” at the end to make our in-
put closer to what it would be when ERNIE was
pre-trained. When we train the model, the tag of
“[CLS]” and “[SEP]” is “O”, and we drop the tags
of them during predicting.

After we get the embeddings of tokens, the rep-
resentations are fed into a fully connected layer to
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Origin tags Origin data Tokens and tags

8, 9, 10, 11, 12, 13, 14, 15,

16, 17, 18, 19, 20, 21, 22,

23, 24, 25, 26, 27, 28, . . .

Another violent and aggressive

immigrant killing a innocent and

intelligent US Citizen....

another O
violent B-toxic
and I-toxic
aggressive I-toxic
... ...

7, 8, 9, 10, 11, 12, 13,

14, 15, 16, 17

What a knucklehead. How

can anyone not know this

would be offensive??

what O
a O
kn B-toxic
##uck I-toxic
##le I-toxic
##head I-toxic
... ...

Table 1: Typical Examples, where “Origin tags” means the toxic spans given in the dataset, “Origin data” means
the comment given in the dataset, “Tokens and tags” means the tokens and tags after tokenized and tagged.

reduce dimension. Finally, the CRF layer decodes
the reduced representations into the most probable
tag sequence using the Viterbi algorithm. Using
only the fully connected layer may output illegal
tags (e.g. “... O I-toxic O ...”), while introduc-
ing the CRF layer allows the model to learn the
constraints between tags. When fine-tuning the pre-
trained model, the layer closer to the input is more
likely to learn more simple features. We want to
modify the deeper weights more to adapt to the tar-
get task. Therefore, we use different learning rates
for different parts of the network. The transformer
encoder has a lower learning rate, while the fully
connected layer and the CRF layer have a higher
learning rate.

We train the model maximizing the log-
likelihood of the given sequence of tags, as com-
pared to the gold training labels. Except that, we
use the FGM as an adversarial training strategy to
improve the performance of our system. FGM ap-
plies perturbation to word embedding to enhance
the robustness of the model.

Given a token sequence S = t1, t2, . . . tN as
input where N denotes the sequence length. The
process for the model to obtain token-level results
is as follows:

ei = transformer encoder(ti) (1)

outi = Woei + bo (2)

tagi = crf(outi) (3)

Where ti is the current token, and ei denotes the
output of transformer encoder. Then ei is fed into

fully connected layer to reshape into outi. After
that, the CRF layer use outi to get token-level result
tagi.

3.3 Post-Processing

Our model produces token-level predictions, but
detecting toxic spans within the text is a character-
level task. To get the results, we use the opposite
way of pre-processing to get spans from model’s
predictions. Particularly, we assume the blank be-
tween toxic tokens should be tagged as toxic, too.
This is observed from the spans of the dataset.

4 Experiment

4.1 Dataset

We trained our models by SemEval-2021 Task 5
training data which consists of 7,939 samples with
a total of 139,115 toxic spans. We convert the span
from character-level to token-level, as described in
section 3.1. Then we get a total of 31,114 toxic
tokens, with an average of 3.92 per sample. And
each sample contains an average of 48.50 tokens.

4.2 Metric

Let system A return a set St
A of character offsets,

for the post t that found to be toxic. Let St
G be the

set of character offsets of the ground truth anno-
tations of t. We compute the F1 score of system
A with respect to the ground truth G for post t as
follows, where | · | denotes set cardinality.

P t =
|St

A ∩ St
G|

|St
A|

(4)
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Method F1
BERT-CRF 0.6933
ELECTRA-CRF 0.6944
ERNIE-CRF 0.6985
ERNIE-CRF w/o-adv 0.6964
ERNIE-CRF nltk-preprocessing 0.6557

Table 2: Results on the official evaluation testing data. “w/o-adv” means no adversarial training. “nltk-
preprocessing” means using NLTK for pre-processing.

Rt =
|St

A ∩ St
G|

|St
G|

(5)

F t
1 =

2 · P t ·Rt

P t +Rt
(6)

If St
G is empty for some post t (no gold spans are

given for t), we set F t
1 = 1 if St

A is also empty, and
F t
1 = 0 otherwise. We finally average F t

1 over all
the posts t of an evaluation dataset T to obtain a
single F1 score for system A.

F1 =

∑
t∈T F t

1

|T |
(7)

4.3 Experiment Settings

We try different pre-trained model as the trans-
former’s initialization such as BERT (Devlin et al.,
2018), ELECTRA discriminator (Clark et al., 2020)
and ERNIE 2.0 (Sun et al., 2019). We find that the
models initialized with ERNIE 2.0 always achieve
better performance. So we select ERNIE 2.0 as the
transformer’s initialization, which has 768 hidden
units, 12 heads, 12 hidden layers.

For other parameters, we use streams of 256
tokens, a mini-batch of size 32, transformer’s learn-
ing rate of 3e-5, CRF’s learning rate of 1e-3, the
epoch of 3, and the random seed of 42.

4.4 Testing Results

As shown in Table 2, we build five systems in-
cluding: (1) BERT-CRF means model using
BERT (Devlin et al., 2018) as the transformer’s ini-
tialization; (2) ELECTRA-CRF means model us-
ing ELECTRA discriminator (Clark et al., 2020) as
the transformer’s initialization; (3) ERNIE-CRF
means model using ERNIE 2.0 (Sun et al., 2019) as
the transformer’s initialization; (4) ERNIE-CRF
w/o-adv; (5) ERNIE-CRF nltk-preprocessing.
All models are Transformer-CRF architecture. All
models use adversarial training with the FGM ex-
cept ERNIE-CRF w/o-adv. All models convert
character-level sequence labels to token-level with

tokenizers used in pretraining, except for ERNIE-
CRF nltk-preprocessing, which uses NLTK (Bird
et al., 2009) for pre-processing.

Table 2 shows the overall performances of our
models on the official evaluation testing data. The
ERNIE based model achieves better performance
than both the BERT based model and the ELEC-
TRA based model. We conjecture that ERNIE 2.0
is pre-trained through multi-task learning, which
allows it to capture lexical, syntactic, and semantic
information, such as named entities and discourse
relations. And this makes it more suitable for Toxic
Spans Detection task.

Adversarial training proved to be effective.
Although only a small improvement has been
achieved, experiments show that FGM can always
achieve a stable improvement. Adversarial training
adds some perturbation to the input, which makes
the model more robust and has a better performance
on the unknown test set.

ERNIE-CRF achieves more than 4 points
improvements over ERNIE-CRF nltk-
preprocessing, which proves the importance
of choosing the correct method to convert
character-level sequence labels to token-level. We
conjecture that there is a mismatch between the
word segmentation results of NLTK and the input
required by the Transformer model.

4.5 Attempts with no obvious improvement

It is worth mentioning that the best performance of
our system is based on a single model. We tried
model ensemble to improve the performance of the
single model but failed. Due to the limitation of
time and submission, we did not find an ensemble
method with obvious improvement.

The BiLSTM network has a strong ability to cap-
ture long-term dependencies of the input sequence
for sequence labeling task (Huang et al., 2015). We
tried to add BiLSTM layer after transformer. But
this resulted in overfitting, and the training speed
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was greatly reduced.
We also tried to combine the information from

word embedding with the information from the
deep layer. It is proved that, in the machine trans-
lation task, the low layers of the network are more
focused on lexical information, while deeper lay-
ers pay more attention to word meaning (Belinkov
et al., 2017). In toxic spans detection task, we con-
sider the information from the lower layers to be
important. So we concatenate the word embedding
layer with the output of ERNIE, but this didn’t
work.

5 Conclusion and Future Work

The paper describes our system at SemEval-2021
Task 5, which integrating Transformer and CRF for
Toxic Spans Detection task. It is shown that, in this
task, using ERNIE as pre-trained model achieves
better performance in Transformer-CRF architec-
ture. We convert the character-level sequence label-
ing task into token-level, and prove the importance
of preprocessing method. We also use adversarial
training with the FGM to improve the robustness
of the system. Our system achieves the third F1
score in official evaluation.

Since the best performance of our system is
based on a single model, we are planning to find
an effective ensemble method to improve the per-
formance of the single model in the future.
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