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Abstract

This paper investigates the effectiveness of au-
tomatic annotator assignment for text annota-
tion in expert domains. In the task of creat-
ing high-quality annotated corpora, expert do-
mains often cover multiple sub-domains (e.g.
organic and inorganic chemistry in the chem-
istry domain) either explicitly or implicitly.
Therefore, it is crucial to assign annotators
to documents relevant with their fine-grained
domain expertise. However, most of exist-
ing methods for crowdsoucing estimate relia-
bility of each annotator or annotated instance
only after the annotation process. To address
the issue, we propose a method to estimate
the domain expertise of each annotator before
the annotation process using information eas-
ily available from the annotators beforehand.
We propose two measures to estimate the anno-
tator expertise: an explicit measure using the
predefined categories of sub-domains, and an
implicit measure using distributed representa-
tions of the documents. The experimental re-
sults on chemical name annotation tasks show
that the annotation accuracy improves when
both explicit and implicit measures for anno-
tator assignment are combined.

1 Introduction

Preparation of training data has been a critical is-
sue in applying the supervised and semi-supervised
methods to real world problems. Training data con-
struction is often quite costly and the quality is hard
to assure, especially when the task requires expert
knowledge of the target domain such as chemistry
and medicine. A possible solution to alleviate the
lack of annotated data is the use of a crowdsourc-
ing platform. Crowdsourced annotation has proven
to be successful for lowering the annotation costs
in tasks that require general knowledge, such as

∗Work done while the author was at Fujitsu Laboratories
Ltd.

POS tagging (Hovy et al., 2014), textual entailment,
word sense disambiguation (Snow et al., 2008), or
recognition of general named entities like PERSON

and ORGANIZATION (Finin et al., 2010; Nguyen
et al., 2017). Meanwhile, there is limited success
in using crowdsourcing for annotation in expert
domains mainly because of the poor annotation
quality made by annotators with low domain exper-
tise. In the medical domain, for example, Nye et al.
(2018) combine both non-expert crowdsourced an-
notators and expert annotators for text annotation.

We hypothesize that a key challenge of crowd-
sourced annotation in expert domains lies in the
difficulty of estimating the candidate annotators’
expertise in terms of the relevance to the documents
to be annotated. Some crowdsourcing platforms
such as Amazon Mechanical Turk 1 provide the
feature to specify workers that have the expertise
in particular domains. However, it is still not op-
timal for annotation tasks of documents such as
scientific papers, as they tend to require expertise
in various specific sub-domains. For example, inor-
ganic chemistry and drug discovery fields belong
to a broader category of the chemical domain. An-
notation on drug discovery papers would be diffi-
cult for experts in inorganic chemistry because it
substantially differs from the drug discovery field.
However, limiting the candidate annotators to the
experts in drug discovery would result in insuffi-
cient number of annotators that is not enough for
obtaining a large size annotated corpus within lim-
ited time. Moreover, it is even hard to identify
the required domain knowledge to understand each
document with such high granularity.

A practical solution to this issue would be to
find a way to estimate the relevance between an
annotator and a document and to assign annota-
tors to documents based on the relevance between

1https://www.mturk.com/

https://www.mturk.com/
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them. It is expected that even if we can not recruit
a sufficient number of annotators for each partic-
ular sub-domain, we can assign annotators with
expertise in different but relevant sub-domains and
obtain better quality annotations.

This motivated us to investigate the annotator
assignment problem for text annotation in expert
domains. The main question is whether we can
improve the overall text annotation quality by us-
ing not only explicit information such as the an-
notators’ major fields of study but also implicit
information estimated by other kinds of informa-
tion available before the annotation process. To
answer the question, we conduct a series of ex-
periments on chemical name annotation tasks in
academic paper abstracts from various sub-fields
of chemistry. The annotators are graduate students
in chemistry departments, so they have expertise
in different chemistry sub-domains. As the explicit
knowledge of the annotators’ expertise, we asked
the annotators their fields of expertise from prede-
fined categories. We also asked them to submit
information about the literature strongly related to
their study. We use the literature information to
estimate more fine-grained implicit relevance be-
tween the annotated document and the annotators
that can not be captured by the explicit information.
The experimental results indicate that combining
both the explicit and implicit information helps esti-
mate the document-annotator relevance and results
in better annotation quality.

Our approach is orthogonal to the annotation ag-
gregation methods (Nguyen et al., 2017; Li et al.,
2014) commonly used in the crowdsourced anno-
tation. While the annotation aggregation methods
improve the annotation quality by aggregating the
annotations from different annotators after the an-
notation process, our approach improve the annota-
tion by assigning more relevant domain experts to
each text before the annotation process. The differ-
ence comes from the fact that most of the studies
on crowdsouced annotation focus on annotation
tasks that require general knowledge or a single
expert domain, where the assignment of annotators
has relatively small effect on the final annotation
quality. Thus, it is possible that our approach and
the annotation aggregation methods complement
each other. Our approach is also different from
the existing methods to select the best annotators
which requires training based on the previous anno-
tation results by the candidate annotators (Donmez

et al., 2010; Kamar et al., 2013; Kamar and Horvitz,
2015; Tran-Thanh et al., 2014). We believe that
estimation of the relevance between documents and
annotators can also be helpful for such methods as
prior knowledge.

2 Related Work

Preserving the quality of the crowdsourced work
is difficult as annotators possess very diverse abil-
ities, skills, or interests (Daniel et al., 2018). For
this reason, many researchers have proposed their
methods for improving the quality of annotations
or maintaining it without increasing the cost. Some
strategies deal with the problem of the ground truth
absence – from increasing the number of annotators
(Sheng et al., 2008), through intelligently weight-
ing them based on their inferred expertise (Donmez
et al., 2009; Raykar et al., 2010; Welinder et al.,
2010) to recruiting a small group of top quality
workers (Zhao et al., 2013; Li et al., 2014; Li and
Liu, 2015; Carvalho et al., 2016) or seeing how they
learn over time (Pan et al., 2016). When it comes
to methods used for selecting the best annotators,
Donmez et al. (2010) utilize a sequential Bayesian
estimation algorithm for continuous tracking and
selecting the best annotators over time. Markov De-
cision Process can be used to model agent conduct
during the consensus tasks and to predict a candi-
date annotator’s work (Kamar et al., 2013; Kamar
and Horvitz, 2015). Tran-Thanh et al. (2014) intro-
duce a recruiting algorithm based on a variation of
the multi-armed bandit model (MAB) outperform-
ing previous methods by up to a remarkable 300%.
Recommendation of tasks to workers has also been
studied with use of a worker’s task browsing history
(Yuen et al., 2015), or taking into account implicit
negative feedback (Lin et al., 2014).

However, all these approaches focus on anno-
tators, not the target data. Unlike these methods,
our approach is to assign documents to experts in
potentially different sub-domains so that their ex-
pert domains are as close as possible to those of
the assigned documents. An example of annotation
improvement in a scenario requiring specialized
expertise (clinical NLP) is given in Dumitrache
et al. (2015), where authors pay attention to doc-
uments being annotated. The main problem they
aim to solve is not only the lack of ground truth
for training and benchmarking but also ambiguity
in the target documents. They have shown that,
with proper processing, the crowd performs just
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as well as medical experts in terms of the quality
and efficacy of annotations, while being cheaper
and more readily available. However, their results
indicate that at least ten workers per sentence are
needed to get the highest quality annotations, while
we aim at acquiring high-quality results with fewer
workers by assuring assignments of targets well-fit
to the annotators.

Assignment of experts has been studied in the
context of paper-reviewer assignment problem at
academic conferences (Dumais and Nielsen, 1992;
Charlin and Zeme, 2013; Dumais and Nielsen,
2016). These methods use previous publications of
reviewers and those publications are used to build
reviewers’ profiles. Methods for building profiles
include not only use of words in publications, but
also Latent Semantic Indexing (Salton and McGill,
1983) and Latent Dirichlet Allocation (Blei et al.,
2003). Submitted papers are also encoded with the
same methods for building reviewer profiles. Then,
the similarity between submitted papers and each
reviewer’s profile is calculated based on the en-
coded representations and assignment is done just
with the calculated similarity or by casting assign-
ment as an Integer Linear Programming problem
(Karimzadehgan and Zhai, 2009). Our work is in
the similar spirit as this line of work. The exper-
imental results indicate that such an approach is
also promising in selecting annotators for expert
domain annotation tasks.

To sum up the related work: current
crowdsourcing-based annotation methods integrate
several annotation results into one final annotation,
utilize machine learning with several annotation
results, or target experts where the most skillful an-
notators are automatically discovered. To the best
of the authors’ knowledge, the proposed task of au-
tomatic assignment of documents for annotation is
the first of its kind. Besides, this is the first research
that evaluates the effectiveness of consideration of
annotator’s expertise in quality.

3 Expertise-Based Annotator
Assignment

3.1 Problem Description

We consider the annotator assignment problem for
text annotation, where the goal is to assign the most
relevant annotators to the given document for bet-
ter annotation quality. In particular, we consider
annotation tasks on documents that require special
knowledge for full understanding such as scientific

papers and clinical records. We also assume that
the required sub-domain of knowledge differs de-
pending on the document to be annotated. For the
chemistry domain, the sub-domains may include
inorganic chemistry, drug discovery, and so on. As
clues of annotator’s expertise, we consider two
types of information: explicit expertise such as pre-
defined sub-domains and implicit expertise that is
estimated from the information available before the
annotation process and potentially represents more
fine-grained relevance between documents and an-
notators. The implicit expertise can be helpful not
only for complementing explicit expertise, which
might not be available or might be insufficient but
also for capturing the similarity between different
sub-domains to estimate the relevance of the papers
to the annotators in different sub-domains. We de-
scribe these two types of expertise in more details
in the following section.

In this paper, we evaluate our approach on the
chemical name annotation task using chemistry pa-
per abstracts. In what follows, we describe our pro-
posed method based on this specific task. However,
the method can be generalized to different domains
and tasks where similar type of prior information
about the target documents and the candidate an-
notators is available. It is worth noting that our
approach depends only on the type of information
about the documents and the annotators available
before the annotation process, and is independent
of the type of the annotation task.

3.2 Prior Information of Annotator Expertise

3.2.1 Explicit Expertise

For explicit expertise, we assume existence of pre-
defined categorical labels representing expert sub-
domains. Both the documents to be annotated and
the candidate annotators should be associated with
categorical labels representing the sub-domains of
the documents’ or the annotators’ expertise. In
practice, the labels can be the conference venues
of papers, IPC classification of patents, and so on.
Multiple labels can be associated with each docu-
ment and annotator. We use the binary indicator
Icat(i, j) ∈ {0, 1} for the explicit expertise-based
relevance score between the annotator i and the
document j, which indicates whether the annotator
i’s areas of expertise include at least one of the
categories of the document j or not.
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3.2.2 Implicit Expertise
In addition to the explicit expertise measure, we
propose document-annotator relevance based on
implicit expertise that captures more fine-grained
and multi-dimensional aspects of the domain ex-
pertise. We assume that we have access to a small
subset of documents that each annotator is the most
familiar with from the same domain as those to
be annotated (hereinafter called annotators’ docu-
ments). This requires the candidate annotators to
present additional information, but it is not hard for
annotators to present. For example, it can be a few
papers relevant to their fields of study.

We encode both the annotators’ documents
and the documents to be annotated into a low-
dimensional vector in some way. These document
representations include semantic knowledge about
the specific sub-domains of the documents and the
annotators that can not be captured by the categori-
cal information alone. Suppose that we have a set
of candidate annotators I and a set of documents
to be annotated J . Let d(s)il (l ∈ {1, . . . , L}) be the
representation of the i-th annotator’s documents
(assuming that each annotator presents L relevant
documents), and d

(t)
j be the representation of the

j-th document to be annotated. For annotators that
have expertise in multiple sub-areas, each of the
annotators’ documents may represent different as-
pects of their expertise. Therefore, we compare
two different ways to aggregate these paper repre-
sentations and compute the final relevance score.
The first one is to compare each document to be
annotated with the average of the document repre-
sentations of the annotator’s documents:

sav(i, j) = sim(
1

L

L∑
l=1

d
(s)
il , d

(t)
j ), (1)

where sim(·, ·) denotes the cosine similarity. The
second one is to compute the similarity between
each of the annotator’s documents and the docu-
ment to be annotated, and take the score from the
most relevant one:

snearest(i, j) = max
l

sim(d
(s)
il , d

(t)
j ). (2)

3.2.3 Relevance Scores
In our experiments, we evaluate the effect of com-
bining these explicit and implicit relevance mea-
sures. We employ the following combinations:

• cat: Icat(i, j),

• catsim-av: Icat(i, j) + sav(i, j), and

• catsim-nearest: Icat(i, j) + snearset(i, j).

Note that as Icat(i, j) takes the value 0 or 1 and
sav(i, j) and snearest(i, j) is between [0, 1], the
agreement based on the explicit expertise has pri-
ority over that of implicit expertise in terms of
the final relevance score. Therefore, the implicit
expertise-based relevance is expected to work as
the auxiliary information that provides the knowl-
edge that can not be captured by the explicit
expertise-based measure.

3.3 Calculating Annotator Assignment
The document-annotator assignment is calculated
by solving the following Integer Linear Program-
ming (ILP) problem:

Maximize
∑

i∈I,j∈J si,j · xi,j (3)

s.t. kmin ≤
∑

j∈J xi,j ≤ kmax ∀i ∈ I,(4)∑
i∈I xi,j = nann ∀j ∈ J, (5)

xi,j ∈ {0, 1} ∀i ∈ I, ∀j ∈ J, (6)

where si,j is one of the relevance scores between
the i-th annotator and the j-th document introduced
above. The problem is to find the assignment xi,j
that maximizes the total relevance scores of the
assigned pairs of documents and annotators. xi,j
is the indicator variable that becomes 1 if the i-th
annotator is assigned to the j-th document, and 0
otherwise. The first constraint represents the maxi-
mum kmax and the minimum kmin numbers of doc-
uments that can be assigned to a single annotator.
In order to evenly assign documents to annotators,
we use kmin = b|J |/|I|c and kmax = kmin + 1 in
our experiment. The second constraint means that
each document should be assigned to nann annota-
tors. nann is set to 1 in our experiment.

4 Experimental Settings

We evaluated the proposed annotator assignment
method on a chemical name annotation task using
the abstracts of chemistry papers.

4.1 Datasets and Guidelines
We used chemistry papers in two different lan-
guages: English and Japanese. The papers are se-
lected randomly from the predefined categories to
construct a dataset of approximately 500 abstracts
for each language. The sub-domain categorization
used for each language is shown in Table 1.
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English Japanese
Category Docs Anno Docs Anno

(1) Physical chemistry X 9 X 2
(2) Analytical chemistry 7 X 2
(3) Inorganic chemistry X∗ 6 X 3
(4) Complex chemistry X∗ 1 X 2
(5) Organic chemistry X 14 X 2
(6) Polymer chemistry X 6 X 3
(7) Medical care X 4 X 3
(8) Drug discovery X 4 X 5
(9) Biochemistry X 10 6
(10) Applied chemistry X 7 2
(11) Toxicology X 4 0
Others 14 3

Total number of annotators 40 20

Table 1: Expertise categories. Ticked ones in the Docs
columns indicate categories used for each language.
The Anno columns indicate the number of annotators
worked on each language that have expertise in the sub-
domain. The total number of annotators differs from
the sum of the annotators in individual categories as
we allow declaration of multiple sub-domains. (∗) We
integrated categories (3) Inorganic chemistry and (4)
Complex chemistry of English into a single category
because we could not distinguish them in the journal
names of target documents.

4.1.1 English Papers

We used CHEMDNER corpus (Krallinger et al.,
2015) for the English annotation task. It consists of
10,000 abstracts of chemistry-related publications
that were chosen according to journal titles. These
titles helped us assign categories to English texts
(listed in Table 1; multiple categories for each paper
were allowed). Each abstract in the CHEMDNER
corpus was annotated with seven types of chemi-
cal term classes defined by the CHEMDNER task
organizer. To evaluate our annotation, we used pa-
per abstracts from the CHEMDNER test set which
consists of 3,000 abstracts. We randomly sampled
504 abstracts while maintaining an approximately
even number of papers in every category.

For annotation evaluation, we followed the an-
notation guidelines of the CHEMDNER corpus2.
The labels in the CHEMDNER test set were used
as the gold standard. The original paper reports an
inter-annotator agreement of 85.26%.

2To be precise, we used the annotation guidelines for
CHEMDNER patent corpus as CHEMDNER server was not
accessible during our experiment. However, the guidelines of
the patent corpus defined the same seven mention types and in
our preliminary evaluation we confirmed that the differences
between them are small.

4.1.2 Japanese Papers
We obtained Japanese chemistry paper abstracts
from JDREAM III3 repository of scientific publi-
cations based on their categories as of September,
2017. JDREAM III provides predefined categories
corresponding to the first eight of those in Table 1.
We retrieved 2,500 papers for each category, and
the total number of papers was 20,000. We ap-
plied to them an in-house chemical named entity
recognizer to select the paper abstracts that were
likely to include some chemical compound names
or chemistry-related terms. Finally, we randomly
sampled 520 abstracts from the selected abstracts
so that the number of abstracts in each category
was 65.

For annotation of Japanese texts, we prepared a
new annotation guideline defining 20 mention types
for chemical entities. We defined twelve entity
types for chemical substances including organic
and inorganic molecules and eight entity types for
chemistry-related concepts such as drug names,
products, properties, and numerical expressions.
An example of annotated document is shown in
Appendix A.

To prepare the gold standard data, we em-
ployed 17 in-house expert annotators to annotate
chemistry-related terms in these paper abstracts. In
order to create a reliable gold standard, each ab-
stract was checked by three annotators. First, two
annotators annotated each abstract, and then the
remaining annotator, who had not annotated the ab-
stract, checked and integrated the annotations. The
inter-annotator agreement between the two annota-
tors was 0.449 in terms of exact match entity-level
F1 score.

4.2 Annotators
We employed 49 graduate students who major in
chemistry at their universities. 40 and 20 students
performed annotation for English and Japanese,
respectively. Some students annotated both English
and Japanese texts.

As prior information for estimating the sub-
domain expertise of each student, we asked the
students to provide the following information:

• Expertise category as listed in Table 1. Multi-
ple choice was allowed.

• Titles and abstracts of five scientific papers
each that were relevant to their study.

3https://jdream3.com/
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The distribution of their expertise categories is
shown in Table 1.

All annotations were conducted using the BRAT
annotation tool (Stenetorp et al., 2012). For both
English and Japanese papers, we provided the anno-
tators with the same annotation guidelines that had
been used to construct the gold-standard dataset
(i.e. the CHEMDNER patent guideline for English
and our new guideline for Japanese). In order to
alleviate the problem of lower quality caused by
inexperience in annotation and to assure proper un-
derstanding of the annotation guidelines, we first
trained all the annotators by asking them to anno-
tate the same five paper abstracts in a trial stage.
After that, we asked each annotator to annotate the
assigned abstracts.

In addition to cat, catsim-av and catsim-nearest,
we also evaluated the performance of non-experts
who have no expertise in chemistry. The non-
experts’ fields of expertise were other than chem-
istry, such as architectonics, physics and electricity.
Abstracts assignment to the non-experts was ran-
dom.

4.3 Annotator Assignment

As the measure of the implicit expertise, we cal-
culated semantic representations of submitted pa-
per abstracts using a simple sentence embedding
method. For each paper, we averaged the sum
of embeddings of all content words 4 in the title
and abstract of the paper after normalizing the Eu-
clidean norm of each word vector to 1. We used
200-dimensional word embeddings trained with
word2vec (Mikolov et al., 2013) for both English
and Japanese. Training data for the English word
embeddings was the whole CHEMDNER corpus
in addition to the titles and abstracts of papers ob-
tained from MEDLINE 2017 version5 that appear
in the same set of journals used in the CHEMD-
NER corpus. Training data for the Japanese word
embeddings were the titles and abstracts of 20,000
papers from JDREAM III.

The ILP problem for the assignment was solved
with the COIN CBC solver of PuLP6 and the op-
timum solutions were obtained for all the assign-
ments. The optimization result was obtained within
a few seconds. Each annotator was asked to anno-

4We used NLTK (Bird, 2006) and Mecab (Kudo et al.,
2004) tokenizers for English and Japanese, respectively, to
identify content word using part-of-speech tags.

5https://www.nlm.nih.gov/bsd/medline.html
6https://github.com/coin-or/pulp

tate the combined set of abstracts assigned by the
three assignment methods. The order of the ab-
stracts given to each annotator was random and
the annotators were not informed which method
was used to assign each abstract. As some of the
annotation jobs were canceled after the assignment,
we ended up doing the evaluation with 323 paper
abstracts for English and 375 paper abstracts for
Japanese for which we obtained results from all the
assignment methods.

5 Results

5.1 Main Results

Table 2 shows the annotation performance with
different assignment methods. We use the standard
evaluation metrics for named entity tagging, i.e.
recall, precision and F-measure (F1) based on the
exact match of the tagged entities compared with
the gold standard.

The performance by non-experts is significantly
worse than those of domain experts, indicating
the importance of domain expertise for our eval-
uation task. On the other hand, the performance
of expertise-based assignments is higher than the
agreement between experts (0.449) for the Japanese
documents. 7 Compared to (cat), which only
uses the explicit expertise for assignment, catsim-
nearest showed higher F1 for both English and
Japanese data set. catsim-av demonstrated higher
F1 for English but lower F1 for annotations in
Japanese. A possible reason why catsim-nearest
measure generally performs better than catsim-av
is that the former is better at capturing expertise
over multiple sub-domains. When an annotator has
expertise in multiple sub-domains, catsim-av repre-
sents their expertise with a single vector by averag-
ing the representations of all the annotator’s docu-
ments. On the other hand, catsim-nearest keeps the
individual representations of all the annotator’s doc-
uments and uses the one that is the most relevant to
each target document for the relevance score. The
improvement is relatively higher in recall than in
precision for both English and Japanese, indicat-
ing that sub-domain expertise helps annotators in
detecting more technical terms in the documents.

7Although the reported inter-annotator agreement of the
English corpus is 85.26%, it is hard to directly compare the
result with ours as no details are provided for the calculation of
the agreement. In addition, the annotators of the corpus were
also involved in revising the annotation guideline, indicating
higher proficiency in the guideline.
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English Japanese
R P F1 R P F1

non-expert 0.313 0.495 0.384 0.434 0.420 0.427

cat 0.525 0.481 0.502 0.455 0.510 0.481
catsim-av 0.550 0.496 0.522 0.458 0.502 0.479

catsim-nearest 0.569 0.507 0.536 0.465 0.510 0.486

Table 2: The annotation quality for each assignment measured with recall (R), precision (P) and F1 scores.

To compare the results of annotations, we em-
ployed a McNemar paired test on the labeling dis-
agreements following the procedure introduced in
Sha and Pereira (2003). As in Kudo et al. (2004)
for morphological analysis, we compared the re-
sults based on character-based IOB2 format (Tjong
Kim Sang and Veenstra, 1999) instead of the usual
word-based version, because the endings or begin-
nings of chemical terms do not always correspond
to word boundaries. The results confirmed statis-
tical significance (p < 0.01) of the differences
between cat and catsim-nearest for both English
and Japanese.

5.2 Error Analysis

Table 3 shows the statistics of the annotation results
with respect to the types of errors. We classified
the annotation errors into four types: incorrect tags
assigned to characters other than chemical terms
(Ex), chemical terms which were not annotated
(Miss), annotations whose spans are different from
the correct annotation (SD), and annotations where
spans are correct, but the type of the chemical terms
is incorrect (TD). An example of each error type
is shown on the right-hand side of the table. The
results show that assigning more relevant domain
experts to the task helps to reduce the number of
missed annotations while slightly increasing the
number of excessive annotations. It is understand-
able though that annotators are likely to give more
labels to documents relevant to their expertise.

We also evaluated proposed methods by mention-
wise comparison of annotation results. The results
show that the annotations corresponding to implicit
expertise-based assignments are better than explicit
expertise-based ones in terms of the number of cor-
rectly annotated mentions. McNemar paired test
showed statistical significance (p < 0.05) of the
improvement in English results, while no signifi-
cance was observed in Japanese results. We also
computed the correlation between the relevance

scores and the annotation accuracy as shown in
Table 5. Similarly to the mention-wise compari-
son, we observed significant correlation between
implicit expertise-based relevance scores and the
corresponding F1 scores for the English task, while
no significant correlation was observed for the
Japanese task. Possible reasons why the proposed
method is less efficient in the Japanese task is dis-
cussed in the following section.

6 Discussion and Conclusion

Good quality corpora of specialized scientific texts
could become important not only for specialists
from various fields, but also for the promising AI
subfield of automatic scientific discovery. This
paper proposes a novel method for automatic an-
notation task assignment based on the expertise
of the annotator estimated with scientific paper
abstracts that the annotator has presented as rel-
evant to their own research interests. The experi-
mental annotation results of English and Japanese
chemistry-related paper abstracts showed that our
method contributes to higher accuracy compared to
the annotation by non-experts and use of predefined
technical field categories.

We could not cover all possible experimental
settings (e.g. assignment using only implicit exper-
tise) due to the time and budget restrictions. In
our experimental design it is required that all as-
signments to be compared are calculated on the
same set of annotators and then annotated together,
which makes adding other experimental settings
afterwards difficult. Improvement in experimen-
tal design is needed in order to compare different
factors more flexibly.

An interesting observation is that the cause of
annotation errors is not always the lack of annota-
tor expertise. For example, we found that errors
which result from poor understanding of annotation
guidelines are not negligible. For the Japanese task,



1582

# Corr # Ex # Miss # SD # TD

English

non-expert 860 336 1316 280 306
cat 1441 787 519 395 430

catsim-av 1511 798 476 325 459
catsim-nearest 1563 806 467 409 357

Japanese

non-expert 3484 1940 1652 2080 1174
cat 3655 1165 1912 1717 961

catsim-av 3682 1229 1818 1746 1016
catsim-nearest 3734 1211 1789 1649 1062

Gold Annotation

Ex solvent 〈C〉solvent〈/C〉
Miss 〈C〉acetylene〈/C〉 acetylene

SD 〈C〉tert-butyl〈/C〉 tert-〈C〉butyl〈/C〉
tert-〈G〉butyl〈/G〉

TD 〈C〉acetylene〈/C〉 〈G〉acetylene〈/G〉

Table 3: (Left) The number of correct annotations (Corr), incorrect tags assigned to characters other than chemical
terms (Ex), chemical terms which were not annotated (Miss), annotations whose spans are different from the
correct annotation (SD), and annotations where spans are correct, but the type of the chemical terms is incorrect
(TD). (Right) Examples of errors for each error type.

(English)

catsim-av
T F

cat
T 1029 412
F 482 824

catsim-nearest
T F

T 1060 381
F 503 803

(Japanese)

catsim-av
T F

cat
T 2777 878
F 905 3474

catsim-nearest
T F

T 2736 919
F 998 3381

Table 4: Correlation matrices comparing two of three annotation results by mentions. The upper-left cell (T–T) of
each result indicates the number of mentions which were correctly annotated by both methods, the upper-right cell
(T–F) corresponds to the mentions which were correctly annotated by cat but were not by the other method, and so
on.

Corr. (En) Corr. (Ja)

cat 0.02 0.00
catsim-av 0.12∗ 0.09

catsim-nearest 0.14∗ -0.01

Table 5: Spearman rank correlation coefficients be-
tween task assignment scores and F1 scores on the
corresponding annotation results. (En) and (Ja) cor-
respond to experiments on English and Japanese ab-
stracts, respectively. ∗ means that the relationship is
statistically significant at p < 0.05.

in which we failed to find any significant improve-
ment, as many as 20 of mention types might have
made the annotation task too complicated for an-
notators that are domain experts but not experts in
linguistic annotation. As shown in Table 3, a large
number of annotation erros in the Japanese task are
span difference (SD). This type of errors is often
less relevant to domain expertise: an example is
”Sb(CN)3(2,2’-bipy)” vs. ”[Sb(CN)3(2,2’-bipy)]”.

Another future work topic is designing an anno-
tation framework for domains requiring expertise
knowledge. For experiments described in this pa-
per, we recruited students who major in chemistry
with the help of university faculties. However, in

order to continue building corpora for domains re-
quiring expertise knowledge, this procedure is not
optimal. In fact, it took about three weeks just to
hire annotators for the experiments. In the future,
it is necessary to develop not only accurate assign-
ment methods, but also an annotation framework
for expert domains. In order to apply our method
to documents other than scientific papers, it is also
necessary to find alternatives for the “relevant scien-
tific papers” that represent the annotators’ domain
expertise. The application fields include Q&A texts
and blogs that feature domain specific topics. It is
reported that annotation accuracy on such texts gets
worse when the task requires specific knowledge of
cartoons and TV programs and so on (Komiya et al.,
2016). For such cases, it might be helpful to use
cartoon titles, TV-show titles, news articles, blog
posts, etc., recently read or watched by annotators.
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Figure 1: An example of annotated Japanese text.


