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Introduction

Welcome to the 3rd Workshop on Narrative Understanding!

This is the 3rd iteration of the workshop, which brings together an interdisciplinary group of researchers
from AI, ML, NLP, Computer Vision and other related fields, as well as scholars from the humanities to
discuss methods to improve automatic narrative understanding capabilities.

We are happy to present 10 papers on this topic (along with 3 non-archival papers to be presented only at
the workshop). These papers take on the complex challenges presented by diverse texts in areas of film,
dialogue and literature as they look to improve methods for event extraction, gender and representation
bias, controllable generation, quality assessment, and other tasks related to the workshop theme. We
would like to thank everyone who submitted their work to this workshop and the program committee for
their helpful feedback.

We would also like to thank our invited speakers for their participation in this workshop: David
Bamman, Nate Chambers, Nasrin Mostafazadeh, Nanyun Peng, Laure Thompson, and Prashant Pandey.

Elizabeth, Faeze, Lara, Mohit, Nader and Snigdha
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Abstract

While natural language understanding of long-
form documents remains an open challenge,
such documents often contain structural infor-
mation that can inform the design of models
encoding them. Movie scripts are an exam-
ple of such richly structured text – scripts are
segmented into scenes, which decompose into
dialogue and descriptive components. In this
work, we propose a neural architecture to en-
code this structure, which performs robustly
on two multi-label tag classification tasks with-
out using handcrafted features. We add a layer
of insight by augmenting the encoder with an
unsupervised ‘interpretability’ module, which
can be used to extract and visualize narra-
tive trajectories. Though this work specifically
tackles screenplays, we discuss how the under-
lying approach can be generalized to a range
of structured documents.

1 Introduction

As natural language understanding of sentences and
short documents continues to improve, interest in
tackling longer-form documents such as academic
papers (Ren et al., 2014; Bhagavatula et al., 2018),
novels (Iyyer et al., 2016) and screenplays (Gorin-
ski and Lapata, 2018) has been growing. Analyses
of such documents can take place at multiple levels,
e.g. identifying both document-level labels (such
as genre) and narrative trajectories (how do levels
of humor and romance vary over the course of a
romantic comedy?). However, one key challenge
for these tasks is the low signal-to-noise ratio in
lengthy texts (as indicated by the performance of
such models on curated datasets like NarrativeQA
(Kočiský et al., 2018)), which makes it difficult to
apply end-to-end (E2E) neural network solutions
that have recently achieved state-of-the-art on other
tasks (Barrault et al., 2019; Williams et al., 2018;
Wang et al., 2019).

∗Work done during an internship at Netflix

Instead, models either rely on a) a pipeline that
provides a battery of syntactic and semantic in-
formation from which to craft features (e.g., the
BookNLP pipeline (Bamman et al., 2014) for lit-
erary text, graph-based features (Gorinski and La-
pata, 2015) for movie scripts, or outputs from a
discourse parser (Ji and Smith, 2017) for text cat-
egorization) and/or b) the linguistic intuitions of
the model designer to select features relevant to the
task at hand (e.g., rather than ingest the entire text,
Bhagavatula et al. (2018) only consider certain sec-
tions like the title and abstract of an academic pub-
lication). While there is much to recommend these
approaches, E2E neural modeling offers several
key advantages: it obviates the need for auxiliary
feature-generating models, minimizes the risk of
error propagation, and offers improved generaliza-
tion across large-scale corpora. This work explores
how the inherent structure of a document class can
be leveraged to facilitate an E2E approach. We
focus on screenplays, investigating whether we can
effectively extract key information by first segment-
ing them into scenes, and further exploiting the
structural regularities within each scene.

With an average of >20k tokens per script in
our evaluation corpus, extracting salient aspects
is far from trivial. Through a series of carefully
controlled experiments, we show that a structure-
aware approach significantly improves document
classification by effectively collating sparsely dis-
tributed information. Further, this method pro-
duces both document- and scene-level embeddings,
which can be used downstream to visualize narra-
tive trajectories of interest (e.g., the prominence
of various themes across a script). The overarch-
ing strategy of this work is to incorporate struc-
tural priors as biases into the neural architecture
itself (e.g., Socher et al. (2013), Strubell et al.
(2018), inter alia), whereby, as Henderson (2020)
observe, “locality in the model structure can re-
flect locality in the linguistic structure" to boost
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Figure 1: A portion of the screenplay for Pulp Fiction, anno-
tated with the common scene components.

accuracy over feature-engineering approaches. The
methods we propose can readily generalize to any
long-form text with an exploitable internal struc-
ture, including novels (chapters), theatrical plays
(scenes), chat logs (turn-taking), online games (lev-
els/rounds/gameplay events), and academic texts
(sections and subsections).

We begin by detailing how a script can be for-
mally decomposed first into scenes and further into
granular elements with distinct discourse functions,
in §2. We then propose an encoder based on hierar-
chical attention (Yang et al., 2016) that effectively
leverages this structure in §3. In §5.3, the pre-
dictive performance of the hierarchical encoder is
validated on two multi-label tag prediction tasks,
one of which rigorously establishes the utility of
modeling structure at multiple granularities (i.e. at
the level of line, scene, and script). Notably, while
the resulting scene-encoded representation is use-
ful for prediction tasks, it is not amenable to easy
interpretation or examination. To shed light on the
encoded document representations, in §4, we pro-
pose an unsupervised interpretability module that
can be attached to an encoder of any complexity.
§5.5 outlines our application of this module to the
scene encoder, and the resulting visualizations of
the screenplay, which illustrate how plot elements
vary over the course of the narrative arc. §6 draws
connections to related work, before concluding.

2 Script Structure

Movie and television scripts (or screenplays) are
traditionally segmented into scenes, with a rough
rule of thumb being that each scene lasts about a
minute on-screen. A scene is not necessarily a dis-
tinct narrative unit (which is most often a sequence
of several consecutive scenes), but is constituted by

a piece of continuous action at a single location.

Title Line Scene Type Character Text
Pulp Fiction 204 4 Scene EXT. APART..
Pulp Fiction 205 4 Action Vincent and Jules.
Pulp Fiction 206 4 Action We TRACK...
Pulp Fiction 207 4 Dial. VINCENT What’s her name?
Pulp Fiction 208 4 Dial. JULES Mia.
Pulp Fiction 209 4 Dial. VINCENT How did...

Table 1: Post-processed version of Fig.1.

Fig. 1 contains a segment of a scene from the
screenplay for the Pulp Fiction, a 1994 American
film. These segments tend to follow a standard
format. Each scene starts with a scene heading or
‘slug line’ that briefly describes the scene setting.
A sequence of statements follow, and screenwrit-
ers typically use formatting to distinguish between
dialogue and action statements (Argentini, 1998).
A dialogue identifies the character who utters it
either on- or off-screen (the latter is often indicated
with ‘(V.O.)’ for voice-over). Parentheticals might
be used to include special instructions regarding
dialogue delivery. Action statements are all non-
dialogue constituents of the screenplay “often used
by the screenwriter to describe character actions,
camera movement, appearance, and other details"
(Pavel et al., 2015). In this work, we consider ac-
tion and dialogue statements, as well as character
identities for each dialogue segment, ignoring slug
lines and parentheticals.

3 Hierarchical Scene Encoders

The large size of a movie script makes it com-
putationally infeasible for recurrent encoders to
ingest these screenplays as single blocks of text.
Instead, we propose a hierarchical encoder that mir-
rors the structure of a screenplay (§2) – a sequence
of scenes, each of which is an interwoven sequence
of action and dialogue statements. The encoder is
three-tiered, as illustrated in Fig. 2, and processes
the text of a script as follows.

3.1 Model Architecture

First, an action-statement encoder transforms the
sequence of words in an action statement (rep-
resented by their pretrained word embeddings)
into an action statement embedding. Next, an
action-scene encoder transforms the chronolog-
ical sequence of action statement embeddings
within a scene into an action scene embedding.
Analogously, a dialogue-statement encoder and
a dialogue-scene encoder generate dialogue state-
ment embeddings and aggregate them into dialogue

2



scene embeddings. To incorporate character infor-
mation, characters are represented as embeddings
(randomly initialized and updated during model
training), and an average of embeddings of all char-
acters with at least one dialogue in the scene is com-
puted.1 Finally, the action, dialogue and averaged
character embeddings for a scene are concatenated
into a single scene embedding. Scene-level predic-
tions can be obtained by feeding scene embeddings
into a subsequent neural module, e.g. a feedfor-
ward layer for supervised tagging. Alternatively, a
final script encoder can be used to transform the
sequence of scene embeddings into a script embed-
ding representing the entire screenplay.

Action line 
encoder

Dialogue line 
encoder

w1  w2  w3   …  
wn

A1   A2  A3  … An

Action scene 
encoder

w1  w2  w3   …  
wn

D1   D2  D3  … Dn

Dialogue scene 
encoder

S1  S2  S3   ... Sn

Script encoder

… to classifier

Action line 
encodings

Dialogue line 
encodings

Scene 
encodings

Words in 
action 

line

Words in 
dialogue 

line

C1

C2

C3
 …
Cn

Mean 
operation 

Character 
embeddings

⊙concat

Figure 2: The architecture of our script encoder, largely fol-
lowing the structure in Fig. 1.

A key assumption underlying the model is that
action and dialogue statements – as instances of
written narrative and spoken language respectively –
are distinct categories of text that must be processed
separately. We evaluate this assumption in §5.3.

3.2 Encoders

The proposed model incorporates strong inductive
biases regarding the overall structure of input doc-
uments. In addition, since the aforementioned en-
coders §3.1 are underspecified, we evaluate three
instantiations of the encoder components:

1. Sequential (GRU): A bidirectional GRU
(Bahdanau et al., 2015) encodes input
sequences (of words, statements or scenes).
Given a sequence of input embeddings
e1, . . . , eT , we obtain GRU outputs
c1, . . . , cT , and use cT as the recurrent
encoder’s final output.

1We only take into account characters at the scene level, i.e.
we do not associate characters with each dialogue statement,
leaving this addition to future work.

2. Sequential with Attention (GRU + Attn):
Attention (Bahdanau et al., 2015) is used to
combine c1, . . . , cT . This allows more or
less informative inputs to be filtered accord-
ingly. We calculate attention weights using a
parametrized vector p of the same dimension-
ality as the GRU outputs (Sukhbaatar et al.,
2015; Yang et al., 2016):

αi =
pT ci

ΣT
j=1p

T cj
(1)

These weights are used to compute the final
encoder output:

c = ΣT
j=1αici (2)

3. Bag-of-Embeddings with Attention (BoE +
Attn): These encoders disregard sequential
information to compute an attention-weighted
average of the encoder’s inputs:

αi =
pTei

ΣT
j=1p

Tej
(3)

c = ΣT
j=1αiei (4)

In contrast, a bag-of-embeddings (BoE) en-
coder computes a simple average of its inputs.
While defining a far more constrained func-
tion space than recurrent encoders, BoE and
BoE + Attn representations have the advan-
tage of remaining in the input word embed-
ding space. We leverage this property in §4
where we develop an interpretability layer on
top of the encoder outputs.

3.3 Loss for Tag Classification
The final script embedding is passed into a feedfor-
ward classifier (FFNN). As both supervised learn-
ing tasks in our evaluation are multi-label classi-
fication problems, we use a variant of a simple
multi-label one-versus-rest loss, where correlations
among tags are ignored. The tag sets have high
cardinalities and the fractions of positive samples
are inconsistent across tags (see Appendix Tables
3 & 4); this motivates the use of a reweighted loss
function:

L(y, z) = 1
NLΣN

i=1Σ
L
j=1[yij log σ(zij)

+ λj(1− yij)(1− log σ(zij))] (5)

whereN is the number of samples, L is the number
of tag labels, y ∈ {0, 1} is the target label, z is the
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output of the FFNN, σ is the sigmoid function,
and λj is the ratio of positive to negative samples
(precomputed over the entire training set, since the
development set is too small to tune this parameter)
for the jth tag label. With this loss function, we
account for label imbalance without tuning separate
thresholds for each tag on the validation set.

4 Interpreting Scene Embeddings

As the complexity of learning methods used to en-
code sentences and documents has increased, so
has the need to understand the properties of the
encoded representations. Probing methods (Linzen
et al., 2016; Conneau et al., 2018) gauge the infor-
mation captured in an embedding by evaluating its
performance on downstream classification tasks, ei-
ther with manually collected annotations (Shi et al.,
2016) or self-supervised proxies (Adi et al., 2016).
In our case, it is laborious and expensive to col-
lect such annotations at the scene level (requiring
domain experts), and the proxy evaluation tasks
proposed in literature do not probe the narrative
properties we wish to surface.

Instead, we take inspiration from Iyyer et al.
(2016) to learn an unsupervised scene descriptor
model that can be trained without relying on such
annotations. Using a dictionary learning technique
(Olshausen and Field, 1997), the model learns to
represent each scene embedding as a weighted mix-
ture of various topics estimated over the entire cor-
pus. It thus acts as an ‘interpretability layer’ that
can be applied over the scene encoder. This model
is similar in spirit to dynamic topic models (Blei
and Lafferty, 2006), with the added advantage of
producing topics that are both more coherent and
more interpretable than those generated by LDA
(He et al., 2017; Mitcheltree et al., 2018).

4.1 Scene Descriptor Model

The model has three main components: a scene en-
coder whose outputs we wish to interpret, a set of
topics or descriptors that are the ‘basis elements’
used to describe an interpretable scene, and a pre-
dictor that predicts weights over descriptors for a
given scene embedding. The scene encoder uses
the text of a given scene st to produce a correspond-
ing scene embedding vt. This encoder can take any
form – from an extractor that derives a hand-crafted
feature set from the scene text, as in Gorinski and
Lapata (2018), to the scene encoder in §3.

To probe the contents of scene embedding vt, we

Scene embedding for loss calculation: utScene embeddings to interpret: vt

Descriptors: R

Predictor

X
Predicted descriptor weights: ot

Bag of Words with 
AttentionScene encoder

Predicted reconstruction of scene embedding
as a weighted mixture of descriptors: wt

Minimize
 reconstruction error

Figure 3: A pictorial representation of the descriptor model.

compute a descriptor-based representation wt ∈
Rd in terms of a descriptor matrix R ∈ Rk×d that
stores k topics or descriptors:

ot = softmax(f(vt)) (6)

wt = RTot

where ot ∈ Rk is the weight (probability) vector
over k descriptors and f(vt) is a predictor (illus-
trated by the leftmost pipeline in Fig. 3) which con-
verts vt into ot. Two variants are f = FFNN(vt)
and f = FFNN([vt;ot−1]) (concatenation); we
use the former in §5.5. Furthermore, we can in-
corporate additional recurrence into the model by
modifying Eq. 6 to add the previous state:

ot =(1− α) · softmax(FFNN([vt;ot−1]))

+ α · ot−1 (7)

Descriptors are initialized either randomly (Glo-
rot and Bengio, 2010) or with the centroids of
a k-means clustering of the input word embed-
dings. For the predictor, f is a two-layer FFNN
with ReLU activations and a softmax layer that
transforms vt (from the scene encoder) into a 100-
dimensional intermediate state and then into ot.

4.2 Reconstruction Task
We wish to minimize the reconstruction error be-
tween two scene representations: (1) the descriptor-
based embedding wt which depends on the scene
embedding vt, and (2) an attention-weighted bag-
of-words embedding for st. This encourages the
computed descriptor weights to be indicative of
the scene’s actual content (the portions of its text
that indicate attributes of interest such as genre,
plot, and mood). We use a BoE+Attn scene en-
coder (§3.2) pretrained on the tag classification
task (bottom right of Fig. 3), which yields a vector
ut ∈ Rd for scene st. The scene descriptor model
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is then trained using a hinge loss objective (Weston
et al., 2011) to minimize the reconstruction error
between wt and ut, with an additional orthogo-
nality constraint on R to encourage semantically
distinct descriptors:

L =Σn
j=1 max(0, 1−wT

t ut + wT
t uj)

+ λ‖RRT − I‖2 (8)

where u1 . . .un are n negative samples selected
from other scenes in the same screenplay.

We use a BoE+Attn scene encoder as a “target"
ut to force wt (and therefore the rows in R) in the
same space as the input word embeddings. Thus, a
given descriptor can be semantically interpreted by
querying its nearest neighbors in the word embed-
ding space. The predicted descriptor weights for
a scene st are obtained by running a forward pass
through the model.

5 Evaluation

We evaluate the proposed script encoder and its
variants through two supervised multilabel tag pre-
diction tasks, and a qualitative analysis via the un-
supervised extraction of descriptor trajectories.

5.1 Datasets

We base our evaluation on the ScriptBase-J corpus
released by Gorinski and Lapata (2018) to directly
compare our approach with the multilabel encoder
proposed in Gorinski and Lapata (2018) and to
provide an open-source evaluation standard.2 In
this corpus, each movie is associated with a set
of expert-curated tags that range across 6 tag at-
tributes: mood, plot, genre, attitude, place, and
flag; in addition, we also evaluate on an internal
dataset of labels assigned to the same movies by
in-house domain experts, across 3 tag attributes:
genre, plot, and mood. The two taxonomies are
distinct. (See Appendix Table 3).

Script Preprocessing
As in Pavel et al. (2015), we leverage the stan-
dard screenplay format (Argentini, 1998) to extract
structured representations of scripts (formatting
cues included capitalization and tab-spacing; see
Fig. 1 and Table 1 for an example). Filtering erro-
neously processed scripts removes 6% of the cor-
pus, resulting in a total of 857 scripts. We hold
out 20% (172) scripts for evaluation and use the

2https://github.com/EdinburghNLP/scriptbase

rest for training. The average number of tokens per
script is around 23k; additional statistics are shown
in Appendix Table 1.

To keep within GPU memory limits, we split
extremely long scenes to retain no more than 60
action and 60 dialogue lines per scene. The vo-
cabulary is composed of words with at least 5
occurrences across the script corpus. The num-
ber of scripts per tag value ranges from high (e.g.
for some Genre tags) to low (for most Plot and
Mood tags) in both datasets (see Appendix Table
4), which along with high tag cardinality for each
attribute motivates the use of the reweighted loss
in Eq. 5.

5.2 Experimental Setup

All inputs to the hierarchical scene encoder are
100-dimensional GloVe embeddings (Pennington
et al., 2014).3 Our sequential models are bi-GRUs
with a single 50-dimensional hidden layer in each
direction, resulting in 100-dimensional outputs.
The attention parameter p is 100-dimensional;
BoE models naturally output 100-dimensional rep-
resentations, and character embeddings are 10-
dimensional. The script encoder’s output is passed
through a linear layer with sigmoid activation and
binarized by thresholding at 0.5.

One simplification we use is to utilize the same
encoder type for all encoders described in §3.1.
However, particular encoder types might suit dif-
ferent tiers of the architecture: e.g. scene em-
beddings could be aggregated in a permutation-
invariant manner, since narratives are interwoven
and scenes may not be truly sequential.

We implement the script encoder on top of Al-
lenNLP (Gardner et al., 2017) and PyTorch (Paszke
et al., 2019), and all experiments are conducted
on an AWS p2.8xlarge machine. We use the
Adam optimizer with an initial learning rate of
0.005, clip gradients at a maximum norm of 5, and
use no dropout. The model is trained for up to
20 epochs to maximize average precision score,
with early stopping if the validation metric does
not improve for 5 consecutive epochs.

5.3 Tag Prediction Experiments

ScriptBase-J also comes with loglines, or short, 1-2
sentence human-crafted summaries of the movie’s
plot and mood (see Appendix Table 2). A model

3Using richer contextual word representations will improve
performance, but is orthogonal to the purpose of this work.
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trained on these summaries can be expected to pro-
vide a reasonable baseline for tag prediction, since
logline curators are likely to highlight information
relevant to this task. The Loglines model is a bi-
GRU with inputs of size 100 (GloVe embeddings)
and hidden units of size 50 in each direction, whose
output feeds into a linear classifier.4

Model Genre Plot Mood
Loglines 49.9 (0.8) 12.7 (0.9) 17.5 (0.2)
Comparing encoder variations:
BoE 49.0 (1.1) 8.3 (0.6) 12.9 (0.7)
BoE + Attn 51.9 (2.3) 11.3 (0.4) 16.3 (0.6)
GRU 57.9 (1.9) 13.0 (1.3) 19.1 (1.0)
GRU + Attn 60.5 (2.0) 15.2 (0.4) 22.9 (1.4)
Variants on GRU + Attn for action & dialog:
+ Chars 62.5 (0.7) 11.7 (0.3) 18.2 (0.3)
- Action 60.5 (2.9) 13.5 (1.4) 20.0 (1.2)
- Dialogue 60.5 (0.6) 13.4 (1.7) 19.1 (1.4)
2-tier 61.3 (2.3) 13.7 (1.7) 20.6 (1.2)
HAN 61.5 (0.6) 14.2 (1.7) 20.7 (1.4)

Table 2: Investigation of the effects of different architectural
(BoE +/- Attn, GRU +/- Attn) and structural choices on a tag
prediction task, using an internally tagged dataset: F-1 scores
with sample standard deviation in parentheses. Across the 3
tag attributes we find that modeling sentential and scene-level
structure helps, and attention helps extract representations
more salient to the task at hand.

Table 2 contains results for the tag prediction
task on our internally-tagged dataset. First, a set of
models trained using action and dialogue inputs are
used to evaluate the architectural choices in §3.1.
We find that modeling recurrence at sentential and
scene levels and selecting relevant words/scenes
with attention are prominent factors in the robust
improvement over the Loglines baseline (see
the first five rows in Table 2).

Next, we assess the effect that various structural
elements of a screenplay have on classification per-
formance. Notably, the difficulty of the prediction
task is directly related to the number of labels per
tag attribute: higher-cardinality tag attributes with
correlated tag values (like plot and mood) are far
more difficult to predict than lower-cardinality tags
with more discriminable values (like genre). We
find that adding character information to the best-
performing GRU + Attn model (+Char) improves
prediction of genre, while using both dialogue and
action statements improves performance on plot
and mood when compared to using only one or

4We tried both with and without attention and found the
variant without attention to give slightly better results.

the other. We also evaluate (1) a 2-tier variant
of the GRU+Attn model without action/dialogue-
statement encoders (i.e., all action statements are
concatenated into a single sequence of words and
passed into the action-scene encoder, and similarly
with dialogue) and (2) a variant similar to Yang
et al. (2016) (HAN) that does not distinguish be-
tween action and dialogue (i.e., all statements in a
scene are encoded using a single statement encoder
and statement embeddings are passed to a scene en-
coder, the output of which is passed into the script
encoder). Both models perform slightly better than
GRU+Attn on genre, but worse on plot and mood,
indicating that incorporating hierarchy and distin-
guishing between dialogue and action statements
helps on the more difficult prediction tasks.

Tag G&L HSE
Attitude 72.6 70.1
Flag 52.5 52.6
Genre 55.1 42.5
Mood 45.5 51.2
Place 57.7 29.1
Plot 34.6 34.5

Table 3: F-1 scores on ScriptBase-J provided tag set, compar-
ing Gorinski and Lapata (2018)’s approach to ours.

For the results in Table 3, we compared the
GRU+Attn configuration in Table 2 (HSE) with
an implementation of Gorinski and Lapata (2018)
(G&L) that was run on the previous train-test split.
G&L contains a number of handcrafted lexical,
graph-based, and interactive features that were
designed for optimal performance on screenplay
analysis. In contrast, HSE directly encodes stan-
dard screenplay structure into a neural network
architecture, and is an alternative, arguably more
lightweight way of building a domain-specific tex-
tual representation. Our results are comparable,
with the exception of ‘place’, which can often be
identified deterministically from scene headings.

5.4 Similarity-based F-1
Results in Tables 2 and 3 check for an exact match
between predicted and true tag values to report
standard multi-label F-1 scores (one-vs-rest clas-
sification evaluation, micro-averaged over tag at-
tributes). However, the characteristics of our tag
taxonomies suggest that this measure may not be
ideal, since human-crafted tag sets include dozens
of highly correlated, overlapping values, and the
dataset includes instances of missing tags. A stan-
dard scoring procedure may underestimate model
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Figure 4: F1 score of various tag attributes as a function of
the similarity threshold percentile.

performance when, e.g., a prediction of ‘Crime’ is
equally penalized for a target labels of ‘Heist’ and
‘Romance’ (see Appendix Table 5).

We use a similarity-based scoring procedure (see
Maynard et al. (2006) for related approaches) to
assess the impact of such effects. In particular, we
calculate cosine similarities between tag embed-
dings trained on a similar task (see Appendix for
details) and evaluate a prediction based the per-
centile of its similarity to the actual label. Such a
measure takes into account the latent relationships
among tags via similarity thresholding, wherein a
prediction is counted as correct if it is sufficiently
similar to the target. The percentile cutoff can be
varied to estimate model performance as a function
of the threshold percentile.

In Fig. 4 we re-evaluate the GRU + Attn
model outputs (row 5 in Table 2) with this eval-
uation metric to examine how our results might
vary if we adopted a similarity-based scoring proce-
dure. When the similarity percentile cutoff equals
100, the result is identical to the standard F-1 score.
Even decreasing the cutoff to the 90th percentile
shows striking improvements for high-cardinality
attributes (180% for mood and 250% for plot).
Notably, using a similarity-based scoring proce-
dure for complex tag taxonomies may yield results
that more accurately reflect human perception of
the model’s performance (Maynard et al., 2006).

5.5 Qualitative Scene-level Analysis

To extract narrative trajectories with the scene de-
scriptor model, we analyze the scene encoder from
the GRU+Attn model, which performs best on the
Plot and Mood tag attributes and does reasonably

well on Genre. Similarly to Iyyer et al. (2016),
we limit the input vocabulary for the BoE+Attn
encoders that yield target vectors ut to words occur-
ring in at least 50 movies (7.3% of the training set),
while also filtering the 500 most frequent words
in the corpus. We set the number of descriptors
k to 25 to allow for a wide range of topics while
keeping manual examination feasible.

Further modeling choices are evaluated using the
semantic coherence metric (Mimno et al., 2011),
which assesses the quality of word clusters induced
by topic modeling algorithms. These choices in-
clude: the presence of recurrence in the predictor
(i.e. toggling between Eqns. 6 and 7, with α = 0.5)
and the value of hyperparameter λ. While the k-
means initialized descriptors score slightly higher
on semantic coherence, they remain close to the ini-
tial centroids and do not reflect the corpus as well
as the randomly initialized version, which is the
initialization we eventually used. We also find that
incorporating recurrence and λ = 10 (tuned using
simple grid search) result in the highest coherence.

The outputs of the scene descriptor model are
shown in Table 4 and Figure 5. Table 4 presents
five example descriptors, each identified by the
representative words closest to them in the word
embedding space (topic names are manually anno-
tated). Figure 5 presents the narrative trajectories
of a subset of descriptors for three screenplays:
Pretty Woman, Pulp Fiction, and Pearl Harbor, us-
ing a streamgraph (Byron and Wattenberg, 2008).
The descriptor weight ot (Eq. 6) as a function of
scene number/order is rescaled and smoothed, with
the width of a color band indicating the weight
value. A critical event for each screenplay is indi-
cated by a letter on each trajectory. A qualitative
analysis of such events indicates general alignment
between scripts and their topic trajectories, and the
potential applicability of this method to identifying
significant moments in long-form documents.

Topic Words
Violence fires blazes explosions grenade blasts
Residential loft terrace courtyard foyer apartments
Military leadership army victorious commanding elected
Vehicles suv automobile wagon sedan cars
Geography sand slope winds sloping cliffs

Table 4: Examples of retrieved descriptors. Trajectories for
“Violence", “Military", and “Residential" are shown in Fig. 5.
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Figure 5: Descriptor Trajectories for Pearl Harbor, Pretty Woman, and Pulp Fiction. The y-axis is a smoothed and rescaled
descriptor weight, i.e. ot in Eq. 6. Events: (A) Attack on Pearl Harbor begins (B) Rising tension at the equestrian club and (C)
Confrontation at the pawn shop. Word clusters corresponding to each descriptor are in Table 4.

6 Related Work

Computational narrative analysis of large texts has
been explored in a range of contexts (Mani, 2012)
over the past few decades (Lehnert, 1981). Re-
cent work has analyzed narrative from plot (Cham-
bers and Jurafsky, 2008; Goyal et al., 2010) and
character (Elsner, 2012; Bamman et al., 2014) per-
spectives. While movie narratives have received
attention (Bamman et al., 2013; Chaturvedi et al.,
2018; Kar et al., 2018), the computational analysis
of entire screenplays is not as common.

Notably, Gorinski and Lapata (2015) introduced
a summarization method for scripts, extracting
graph-based features that summarize the key scene
sequences. Gorinski and Lapata (2018) built on
top of this work, crafting additional features for a
specially-designed multilabel encoder, while also
emphasizing the difficulty of the tag prediction task.
Our work suggests an orthogonal approach using
automatically learned scene representations instead
of feature-engineered inputs. We also consider the
possibility that at least some of the task difficulty
owes not to the length or richness of the text, but
rather to the complexity of the tag taxonomy. The
pattern of results we obtain from a similarity-based
scoring measure offers a brighter picture of model
performance, and suggests that the standard multil-
abel F1 measure may not be appropriate for such
complex tag sets (Maynard et al., 2006).

Nevertheless, dealing with long-form text re-
mains a significant challenge. One possible so-
lution is to infer richer representations of latent
structure using a structured attention mechanism
(Liu and Lapata, 2018), which might highlight key
dependencies between scenes in a script. Another
method could be to define auxiliary tasks as in
Jiang and Bansal (2018) to encourage better selec-

tion. Lastly, sparse versions of the softmax function
(Martins and Astudillo, 2016) could be used to ad-
dress the sparse distribution of salient information
across a screenplay.

7 Conclusion

In this work, we propose and evaluate various
neural network architectures for learning fixed-
dimensional representations of full-length film
scripts. We hypothesize that a network design mim-
icking the documents’ internal structure will boost
performance. Experiments on two tag prediction
tasks support this hypothesis, confirming the ben-
efits of using hierarchical attention-based models
and of incorporating distinctions between various
scene components directly into the model. In order
to explore the information contained within scene-
level embeddings, we present an unsupervised tech-
nique for bootstrapping scene “descriptors" and vi-
sualizing their trajectories over the course of the
screenplay. For future work, we plan to investi-
gate richer ways of representing character identi-
ties, which could allow character embeddings to
be compared across movies and linked to charac-
ter archetypes. A persona-based characterization
of the screenplay would provide a complementary
view to the current plot-based analysis.

Scripts and screenplays are an underutilized and
underanalyzed data source in modern NLP - indeed,
most work on narratology in NLP concentrates
on short stories and book/movie summaries. This
paper shows that capitalizing on their rich inter-
nal structure largely obviates the need for feature-
engineering, or other more complicated architec-
tures, a lesson that may prove instructive in other
areas of discourse processing. Our hope is that
these results encourage more people to work on
this fascinating domain.
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A Appendix

A.1 Additional Dataset Statistics
In this section, we present additional statistics on
the evaluation sets used in this work.

Min 10th % 90th % Max
4025 16,240 29,376 52,059

Table 5: Statistics on the number of tokens per script in the
Scriptbase-J corpus. We use the same script corpus with two
different tag sets – the Jinni tags provided with ScriptBase and
a tag set designed by internal annotators.

Tag Value
Genre Crime, Independent
Mood Clever, Witty, Stylized
Attitude Semi Serious, Realistic
Plot Tough Heroes, Violence Spree, On the Run
Place California, Los Angeles, Urban
Flag Drugs/Alcohol, Profanity, Violent Content
Logline “The lives of two mob hit men, a boxer,

a gangster’s wife, and a pair of diner
bandits intertwine in four tales of

violence and redemption."

Table 6: Examples of Scriptbase-J tag attributes, tag values,
and a logline, for the film “Pulp Fiction".

Tag Internal Scriptbase-J
Genre 9 31
Mood 65 18
Attitude - 8
Plot 82 101
Place - 24
Flag - 6

Table 7: The number of distinct tag values for each tag at-
tribute across the two datasets. Cardinalities for Scriptbase-J
tag attributes are identical to Gorinski and Lapata (2018) ex-
cept for the removal of one mood tag value when filtering for
erroneously preprocessed scripts.

Tag Avg.
#tags/script

Min
#scripts/tag

Max
#scripts/tag

Genre 1.74 17 347
Mood 3.29 15 200
Plot 2.50 15 73

Table 8: Statistics for the three tag attributes applied in our
internally-tagged dataset: average number of tags per script,
and the minimum/maximum number of movies associated
with any single value.

A.2 Tag Similarity Scoring
To estimate tag-tag similarity percentiles, we calcu-
late the distance between tag embeddings learned
via an auxiliary model trained on a related super-
vised learning task. In our case, the related task is

Tag Target Similar Unrelated
Genre Period Historical Fantasy
Mood Witty Humorous Bleak
Plot Hitman Deadly Love/Romance

Table 9: Examples of closely related and unrelated tag values
in the Scriptbase-J tag set.

to predict the audience segment of a movie, given
a tag set. The general approach is easily replica-
ble via any model that projects tags into a well-
defined similarity space (e.g., knowledge-graph
embeddings (?) or tag-based autoencoders).

Given a tag embedding space, the similarity per-
centile of a pair of tag values is estimated as follows.
For a given tag attribute, the pairwise cosine dis-
tance between tag embeddings is computed for all
tag-tag value pairs. For a given pair, its similarity
percentile is then calculated with reference to the
overall distribution for that attribute.

Similarity thresholding simplifies the tag predic-
tion task by significantly reducing the perplexity
of the tag set, while only marginally reducing its
cardinality. Cardinality can be estimated via per-
mutations. If n is the cardinality of the tag set,
the number of permutations p of different tag pairs
(k = 2) is:

p(n, k) =
n!

(n− k)!
(9)

which simplifies to n2 − n− p = 0.
Likewise, the entropy of a list of n distinct tag

values of varying probabilities is given by:

H(X) = H(tag1, ..., tagn) = −
n∑

i=1

tagi log2 tagi

(10)

The perplexity over tags is then simply 2H(X).

Tag Perplexity Cardinality
Genre 42% 16%
Mood 77% 16%
Plot 79% 16%

Table 10: The percent decrease in perplexity and cardinality,
respectively, as the similarity threshold decreases from 100th
percentile similarity (baseline) to 70th percentile.

As the similarity threshold decreases, the num-
ber of tags treated as equivalent correspondingly
increases. Mapping these “equivalents" to a shared
label in our list of tag values allows us to calcu-
late updated values for tag (1) perplexity and (2)

11



cardinality. As illustrated by Table 10, rather than
leading to large reductions in the overall cardinal-
ity of the tag set, similarity thresholding mainly
serves to decrease perplexity by eliminating redun-
dant/highly similar alternatives. Thus, thresholding
at once significantly decreases the complexity of
the prediction task, while yielding a potentially
more representative picture of model performance.
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Abstract

Fanfiction presents an opportunity as a data
source for research in NLP, education, and
social science. However, answering specific
research questions with this data is difficult,
since fanfiction contains more diverse writing
styles than formal fiction. We present a text
processing pipeline for fanfiction, with a fo-
cus on identifying text associated with charac-
ters. The pipeline includes modules for char-
acter identification and coreference, as well as
the attribution of quotes and narration to those
characters. Additionally, the pipeline contains
a novel approach to character coreference that
uses knowledge from quote attribution to re-
solve pronouns within quotes. For each mod-
ule, we evaluate the effectiveness of various
approaches on 10 annotated fanfiction stories.
This pipeline outperforms tools developed for
formal fiction on the tasks of character corefer-
ence and quote attribution.

1 Introduction

A growing number of natural language processing
tools and approaches have been developed for fic-
tion (Agarwal et al., 2013; Bamman et al., 2014;
Iyyer et al., 2016; Sims et al., 2019). These tools
generally focus on published literary works, such as
collections of novels. We present an NLP pipeline
for processing fanfiction, amateur writing from fans
of TV shows, movies, books, games, and comics.

Fanfiction writers creatively change and expand
on plots, settings, and characters from original me-
dia, an example of “participatory culture” (Jenkins,
1992; Tosenberger, 2008). The community of fan-
fiction readers and writers, now largely online, has
been studied for its mentorship and support for
writers (Evans et al., 2017) and for the broad repre-
sentation of LGBTQ+ characters and relationships
in fan-written stories (Lothian et al., 2007; Dym
et al., 2019). Fanfiction presents an opportunity as

* Denotes equal contribution.

a data source for research in a variety of fields, from
those studying learning in online communities to
social science analysis of how community norms
develop in an LGBTQ-friendly environment. For
NLP researchers, fanfiction provides a large source
of literary text with metadata, and has already been
used in applications such as authorship attribution
(Kestemont et al., 2018) and character relationship
classification (Kim and Klinger, 2019).

There is an vast amount of fanfiction in online
archives. As of March 2021, over 7 million stories
were hosted on just one fanfiction website, Archive
of Our Own, and there exist other online archives
of similar or even larger sizes (Yin et al., 2017). We
present a pipeline that enables structured insight
into this vast amount of text by identifying sets
of characters in fanfiction stories and attributing
narration and quotes to these characters.

Knowing who the characters are and what they
do and say is essential for understanding story
structure (Bruce, 1981; Wall, 1984). Such pro-
cessing is also useful for researchers in the human-
ities and social sciences investigating identification
with characters and the representation of charac-
ters of diverse genders, sexualities, and ethnicities
(Green et al., 2004; Kasunic and Kaufman, 2018;
Felski, 2020). The presented pipeline, which ex-
tracts text related to characters in fanfiction, can
assist researchers building NLP tools for literary
domains, as well those analyzing characterization
in fields such as digital humanities. For example,
the pipeline could be used to explore how charac-
ters are voiced and described differently when cast
in queer versus straight relationships.

The presented pipeline contains three main mod-
ules: character coreference resolution, quote attri-
bution, and extraction of “assertions”, narration
that relates to particular characters. We incorpo-
rate new and existing methods into the pipeline
that perform well on an annotated set of 10 fanfic-
tion stories. This includes a novel method using
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Figure 1: Fanfiction NLP pipeline overview. From the text of a fanfiction story, the pipeline assigns character
mentions to character clusters (character coreference). It then attributes assertions and quotes to each character,
optionally using the quote attribution output to improve coreference resolution within quotes (see Section 3.3).

quote attribution information to resolve first- and
second-person pronouns within quotes.

Fanfiction is written by amateur writers of all
ages and education levels worldwide, so it contains
much more variety in style and genre than formal
fiction. It is not immediately clear that techniques
for coreference resolution or quote attribution that
perform well on news data or formal fiction will be
effective in the informal domain of fanfiction. We
demonstrate that this pipeline outperforms existing
tools designed for formal fiction on the tasks of
character coreference resolution and quote attribu-
tion (Bamman et al., 2014).

Contributions. We contribute a fanfiction pro-
cessing pipeline that outperforms prior work de-
signed for formal fiction. The pipeline includes
novel interleaving of coreference and quote attribu-
tion to improve the resolution of first- and second-
person pronouns within quotes in narrative text. We
also introduce an evaluation dataset of 10 fanfiction
stories with annotations for character coreference,
as well as for quote detection and attribution.

2 Fanfiction and NLP

Data from fanfiction has been used in NLP re-
search for a variety of tasks, including authorship
attribution (Kestemont et al., 2018), action predic-
tion (Vilares and Gómez-Rodríguez, 2019), fine-
grained entity typing (Chu et al., 2020), and tracing
the sources of derivative texts (Shen et al., 2018).
Computational work focusing on characterization
in fanfiction includes the work of Milli and Bam-
man (2016), who found that fanfiction writers are
more likely to emphasize female and secondary
characters. Using data from WattPad, a platform

that includes fanfiction along with original fiction,
Fast et al. (2016) find that portrayals of gendered
characters generally align with mainstream stereo-
types.

We are not aware of any text processing sys-
tem for fanfiction specifically, though BookNLP
(Bamman et al., 2014) is commonly used as an
NLP system for formal fiction. We evaluate our
pipeline’s approaches to character coreference res-
olution and quote attribution against BookNLP, as
well as against other task-specific approaches, on
an evaluation dataset of fanfiction.

3 Fanfiction Processing Pipeline

We introduce a publicly available pipeline for pro-
cessing fanfiction.1 This pipeline is a command-
line tool developed in Python. From the text of a
fanfiction story, the pipeline extracts a list of char-
acters, each mention of a character, as well as what
each character does and says (Figure 1). More
specifically, the pipeline first performs character
coreference resolution, extracting character men-
tions and attributing them to character clusters with
a single standardized character name (Section 3.1).
After coreference, the pipeline outputs quotes ut-
tered by each character using a sieve-based ap-
proach from Muzny et al. (2017) (Section 3.2).
These quote attribution results are optionally used
to aid the resolution of first- and second-person pro-
nouns within quotes to improve coreference output
(Section 3.3). In parallel with quote attribution,
the pipeline extracts “assertions”, topically coher-
ent segments of text that mention a character (Sec-
tion 3.4).

1The pipeline is available at https://github.com/
michaelmilleryoder/fanfiction-nlp.
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3.1 Character Coreference Module
The story text is first passed through the corefer-
ence resolution module, which extracts mentions
of characters and attributes them to character clus-
ters. These mentions include alternative forms of
names, pronouns, and anaphoric references such as
“the bartender”. Each cluster is then given a single
standardized character name.

Coreference Resolution. We use SpanBERT-
base (Joshi et al., 2020), a neural method with state-
of-the-art performance on formal text, for corefer-
ence resolution. This model uses SpanBERT-base
embeddings to create mention representations and
employs Lee et al. (2017)’s approach to calculate
the coreferent pairs. SpanBERT-base is originally
trained on OntoNotes (Pradhan et al., 2012). How-
ever, we further fine-tune SpanBERT-base on Lit-
Bank (Bamman et al., 2020), a dataset with corefer-
ence annotations for works of literature in English,
a domain more similar to fanfiction. The model
takes the raw story text as input, identifies spans of
text that mention characters, and outputs clusters
of mentions that refer to the same character.

Character Standardization. We then assign
representative character names for each corefer-
ence cluster. These names are simply the most
frequent capitalized name variant, excluding pro-
nouns and address terms, such as sir. If there are
no capitalized terms in the cluster or if there are
only pronouns and address terms, the most frequent
mention is chosen as the name.

Post-processing. SpanBERT-base resolves all
entity mentions. In order to focus solely on char-
acters, we post-process the cluster outputs. We
remove plural pronouns (we, they, us, our, etc.)
and noun phrases, demonstrative pronouns (that,
this), as well as it mentions. We also remove clus-
ters whose standardized representative names are
not named entities and have head words that are not
descendants of person in WordNet (Miller, 1995).
Thus clusters with standardized names such as “the
father” are kept (since they are descendants of per-
son in WordNet), yet clusters with names such as
“his workshop” are removed.

For each character cluster, a standardized name
and list of the mentions remaining after post-
processing is produced, along with pointers to the
position of each mention in the text. This coref-
erence information is then used as input to quote
attribution and assertion extraction modules.

3.2 Quote Attribution Module

To extract quotes, we simply extract any spans be-
tween quotation marks, a common approach in
literary texts (O’Keefe et al., 2012). For the wide
variety of fanfiction, we recognize a broader set of
quotation marks than are recognized in BookNLP’s
approach for formal fiction.

The pipeline attributes quotes to characters with
the deterministic approach of Muzny et al. (2017),
which uses sieves such as looking for character
mentions that are the head words of known speech
verbs. We use a standalone re-implementation of
this approach by Sims and Bamman (2020) that
allows using the pipeline’s character coreference
as input. Muzny et al. (2017)’s approach assigns
quotes to character mentions and then to character
clusters. We simply assign quotes to the names of
these selected character clusters.

3.3 Quote Pronoun Resolution Module

Recent advances in coreference resolution, such
as the SpanBERT-base system incorporated in the
pipeline, leverage contextualized word embeddings
to compute mention representations and to cluster
these mentions from pairwise or higher-order com-
parisons. They also concatenate features such as
the distance between the compared mentions to
their representations. However, these approaches
to not capture the change in point of view caused
by quotes within narratives, so they suffer when
resolving first- and second-person pronouns within
quotes. To alleviate this issue, we introduce an op-
tional step in the pipeline that uses the output from
quote attribution to inform the resolution of first-
and second-person pronouns within quotes.

Prior work (Almeida et al., 2014) proposed a
joint model for entity-level quotation attribution
and coreference resolution, exploiting correlations
between the two tasks. However, in this work, we
propose an interleaved setup that is modular and
allows the user of the pipeline to use independent
off-the-shelf pre-trained models of their choice for
both coreference resolution and quote attribution.

More specifically, once the quote attribution
module predicts the position of each quote (qi)
and its associated speaker (si), the first-person pro-
nouns within the quote (e.g. I, my, mine, me) are re-
solved to the speaker of that quote, si. For second-
person pronouns (e.g. you, your, yours), we assume
that they point to the addressee of the quote (ai),
which is resolved to be the speaker of the nearest
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Fandom Primary media type(s)

Marvel Comics, movies
Supernatural TV show
Harry Potter Books, movies
DCU Comics, movies
Sherlock Holmes Books, TV show
Teen Wolf TV show
Star Wars Movies
Doctor Who TV show
The Lord of the Rings Books, movies
Dragon Age Video game

Table 1: The most popular 10 fandoms on Archive of
Our Own by number of works, as of September 2018.
We annotate 1 story from each fandom to form our test
set.

quote before the current quote (ai = si−j such that
si−j 6= si). We only consider the previous 5 quotes
to find ai.

Since there are no sieves for quote attribution
that consider pronouns within quotes, the improved
coreference within quotes from this optional step
does not affect quote attribution. Thus, this “cycle”
of character coreference, then quote attribution,
then improved character coreference, need only be
run once. However, the improved coreference reso-
lution could impact which assertions are associated
with characters.

3.4 Assertion Extraction Module

After coreference, the pipeline also extracts what
we describe as “assertions”, topically coherent seg-
ments of text that mention a character. The moti-
vation for this is to identify longer spans of exposi-
tion and narrative that relate to characters for build-
ing embedding representations for these characters.
Parsing these assertions would also facilitate the
extraction of descriptive features such as verbs for
which characters are subjects and adjectives used
to describe characters.

To identify such spans of texts that relate to
characters, we first segment the text with a topic
segmentation approach called TextTiling (Hearst,
1997). We then assign segments (with quotes re-
moved) to characters if they contain at least one
mention of the character within the span. If multi-
ple characters are mentioned, the span is included
in extracted assertions for each of the characters.

Evaluation Dataset

# stories 10
# words 22,283
# character mentions 2,808
# quotes 876

Table 2: Fanfiction evaluation dataset statistics

4 Fanfiction Evaluation Dataset

To evaluate our pipeline, we annotate a dataset of
10 publicly available fanfiction stories for all men-
tions of characters and quotes attributed to these
characters, which is similar in size to the test set
used in LitBank (Bamman et al., 2020). We select
these stories from Archive of Our Own2, a large
fanfiction archive that is maintained and operated
by a fan-centered non-profit organization, the Or-
ganization for Transformative Works (Fiesler et al.,
2016). To capture a representative range of fanfic-
tion, we choose one story from each of the 10 most
popular fandoms on Archive of Our Own when we
collected data in 2018 (Table 1). Fandoms are fan
communities organized around a particular original
media source. For each fandom, we randomly sam-
pled a story in English that has fewer than 5000
words and does not contain explicit sexual or vio-
lent content.

Two of the authors annotated the 10 stories for
each of the tasks of character coreference and quote
attribution. All annotators were graduate students
working in NLP. Statistics on this evaluation dataset
and the annotations can be found in Table 2.

These stories illustrate the expanded set of chal-
lenges and variety in fanfiction. In one story, all of
the characters meet clones of themselves as male if
they are female, or female if they are male. This is a
variation on the practice of “genderswapping” char-
acters in fanfiction (McClellan, 2014). Coreference
systems can struggle to keep up with characters
with the same name but different genders. Another
story in our test set is a genre of fanfiction called
“songfic”, which intersperses song lyrics into the
narrative. These song lyrics often contain pronouns
such as I and you that do not refer to any character.

For quote attribution, challenges in the test set
include a variation of quotation marks, sometimes
used inconsistently. There is also great variation in
the number of indirect quotes without clear quota-

2http://archiveofourown.org/

16



tives such as “she said”. This can be a source of
ambiguity in published fiction as well, but we find
a large variety of styles in fanfiction. One fanfiction
story in our evaluation dataset, for example, con-
tains many implicit quotes in conversations among
three or more characters, which can be difficult for
quote attribution.

Annotation details and inter-annotator agree-
ment for this evaluation dataset are described below.
An overview of inter-annotator agreement is pro-
vided in Table 3.

4.1 Character Coreference Annotation
To annotate character mentions in our evaluation
dataset, annotators (two of the authors) were
instructed to identify and group all mentions of
singular characters, including pronouns, generic
phrases that refer to characters such as “the boy",
and address terms. Possessive pronouns were
also annotated, with nested mentions for phrases
such as <char1><char2>his</char2>
sister</char1>. Determiners and preposi-
tional phrases attached to nouns were annotated,
since they can specify characters and contribute to
characterization. For an example, <char1>an
old friend of <char2>my</char2>
parents</char1>. Note that “parents" is not
annotated in this example since it does not refer to
a singular character. Appositives were annotated,
while relative clauses (“the woman who sat on
the left”) and phrases after copulas (“he was a
terrible lawyer”) were not annotated, as we found
them to act more as descriptions of characters than
mentions.

After extracting character mentions, annotators
grouped these mentions into character clusters that
refer to the same character in the story. Note that
since we focus on characters, we do not annotate
other non-person entities usually included in coref-
erence annotations. Full annotation guidelines are
available online3.

To create a unified set of gold annotations, we
resolved disagreements between annotators in a
second round of annotation. The final test set of 10
annotated stories contains 2,808 annotated charac-
ter mentions.

In Table 3, we first provide inter-annotator agree-
ment on extracting the same spans of text as char-
acter mentions by comparing BIO labeling at the

3https://github.com/
michaelmilleryoder/fanfiction-nlp/
annotation_guidelines.md

Character
Coreference

Quote
Attribution

Extraction (BIO) 0.95 0.97
Attribution (all) 0.84 0.89
Attribution (agreed) 0.95 0.98

Table 3: Inter-annotator agreement (Cohen’s κ) be-
tween two annotators for each task, averaged across
10 fics. Extraction (BIO) is agreement on extracting
the same spans of text (not attributing them to charac-
ters) with token-level BIO annotation. Attribution (all)
refers to attribution of spans to characters where missed
spans receive a NULL character attribution. Attribution
(agreed) refers to attribution of spans that both annota-
tors marked.

token level. Tokens that begin a mention are la-
beled B, tokens that are inside or end a mention are
labeled I, and all other tokens are labeled O.

Which mentions are identified affects the agree-
ment of attributing those mentions to characters.
For this reason, we provide two attribution agree-
ment scores. First, we calculate agreement on men-
tions annotated by either annotator, with a NULL
character annotation if any annotator did not anno-
tate a mention (Attribution (all) in Table 3). We also
calculate agreement only for character mentions
annotated by both annotators (Attribution (agreed)
in Table 3). Character attribution was labeled as
matching if there was significant overlap between
primary character names chosen for each cluster by
annotators; there were no disagreements on this.

For all these categories, inter-annotator agree-
ment was 0.84 Cohen’s κ or above, “near perfect”,
for character coreference (Table 3).

4.2 Quote Attribution Annotation
Two of the authors annotated all quotes that were
said aloud or written by a singular character, and at-
tributed them to a list of characters determined from
the character coreference annotations. Annotation
was designed to focus on characters’ voices as dis-
played in the stories. Thus characters’ thoughts
were not annotated as quotes, nor were imagined
or hypothetical utterances. We also chose not to
annotate indirectly reported quotes, such as “the
friend said I was very strange” since this could be
influenced more by the character or narrator report-
ing the quote than the original character who spoke
it. However, we did annotate direct quotes that are
reported by other characters.

Inter-annotator agreement on quote attribution
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was 0.89 Cohen’s κ on the set of all quotes anno-
tated by any annotator (see Table 3). Attribution
agreement on the set of quote spans identified by
both annotators was very high, 0.98 κ. Token-level
BIO agreement for marking spans as quotes was
0.97 κ. The final test set of 10 stories contains 876
annotated quotes.

5 Pipeline Evaluation

We evaluate the pipeline against BookNLP, as well
as other state-of-the-art approaches for coreference
resolution and quote attribution.

5.1 Character Coreference Evaluation

We evaluate the performance of the character coref-
erence module on our 10 annotated fanfiction sto-
ries using the CoNLL metric (Pradhan et al., 2012;
the average of MUC, B3, and CEAFE) and LEA
metric (Moosavi and Strube, 2016).

We compare our approach against different state-
of-the-art approaches used for coreference reso-
lution in the past. Along with BookNLP’s ap-
proach, we consider the Stanford CoreNLP de-
terministic coreference model (CoreNLP (dcoref);
Raghunathan et al., 2010; Recasens et al., 2013;
Lee et al., 2011) and the CoreNLP statistical model
(CoreNLP (coref); Clark and Manning, 2015) as
traditional baselines. As a neural baseline, we eval-
uate the more recently proposed BERT-base model
(Joshi et al., 2019), which replaces the original
GloVe embeddings (Pennington et al., 2014) with
BERT (Devlin et al., 2019) in Lee et al. (2017)’s
coreference resolution approach.

Micro-averaged results across the 10 annotated
stories are shown in Table 4. The FanfictionNLP
approach is SpanBERT-base fine-tuned on LitBank,
with the post-hoc removal of non-person and plu-
ral mentions and clusters (as described in Sec-
tion 3.1). Note that these results are without the
quote pronoun resolution module described in Sec-
tion 3.3. Traditional approaches like BookNLP
and CoreNLP (dcoref, coref) perform significantly
worse than the neural models, especially on re-
call. Neural models that are further fine-tuned on
LitBank (OL) outperform the ones that are only
trained on OntoNotes (O). This suggests that fur-
ther training the model on literary text data does
indeed improve its performance on fanfiction narra-
tive. Furthermore, the SpanBERT-base approaches
outperform their BERT-base counterparts with an
absolute improvement of 4-5 CoNLL F1 percent-

CoNLL (Avg.) LEA
P R F1 F1

BookNLP 67.7 27.4 38.5 28.7

CoreNLP (dcoref) 26.9 49.5 29.6 21.9
CoreNLP (coref) 39.8 47.0 40.5 36.7

BERT-base O 45.8 53.2 49.2 50.9
BERT-base OL 55.0 62.3 58.4 63.1
SpanBERT-base OL 60.3 71.1 64.8 69.4

FanfictionNLP 72.6 70.1 71.4 73.5

Table 4: Character coreference performance on CoNLL
and LEA metrics. O: Model is trained on OntoNotes.
L: Model is also fine-tuned on LitBank corpus. Fanfic-
tionNLP is the SpanBERT-base OL model with post-
hoc removal of non-person entities. Note that none of
the approaches had access to our fanfiction data. These
results are without the quote pronoun resolultion mod-
ule described in Section 3.3.

age points and 6 LEA F1 percentage points. Post-
hoc removal of non-person and plural entities im-
proves CoNLL precision on characters by more
than 12 percentage points over SpanBERT-base
OL.

5.2 Quote Attribution Evaluation

Using our expanded set of quotation marks, we
reach 96% recall and 95% precision of extracted
quote spans, micro-averaged over the 10 test stories,
compared with 25% recall and 55% precision for
BookNLP.

For attributing these extracted quotes to charac-
ters, we report average F1, precision, and recall
under different coreference inputs (Table 5). To
determine correct quote attributions, the canonical
name for the character cluster attributed by sys-
tems to each quote is compared with the gold attri-
bution name for that quote. A match is assigned
if a) an assigned name has only one word, which
matches any word in the gold cluster name (such as
Tony and Tony Stark), or b) if more than half of the
words in the name match between the two character
names, excluding titles such as Ms. and Dr. Name-
matching is manually checked to ensure no system
is penalized for selecting the wrong name within a
correct character cluster. Any quote that a system
fails to extract is considered a mis-attribution (an
attribution to a NULL character).

As baselines, we consider BookNLP and the
approach of He et al. (2013), who train a RankSVM
model supervised on annotations from the novel
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With system coreference With gold coreference With gold quote extraction
P R F1 P R F1 P R F1

BookNLP 54.6 25.4 34.7 66.8 38.9 49.2 65.0 49.7 56.3
He et al. (2013) 54.0 53.3 53.6 56.5 55.7 56.1 56.7 56.0 56.3
Muzny et al. (2017)
(FanfictionNLP) 68.7 67.0 67.8 73.5 75.4 74.4 77.5 77.5 77.5

Table 5: Quote attribution evaluation scores. Scores are reported using the respective system’s coreference (system
coreference), with gold character coreference supplied (gold coreference) and with gold character and gold quote
spans supplied (gold quote extraction). Attribution is calculated by a character name match to the gold cluster
name. If a quote span is not extracted by a system, it is counted as a mis-attribution. Micro-averages across the
10-story test set are reported. We include Muzny et al. (2017)’s approach in the FanfictionNLP pipeline.

Pride and Prejudice.
The quality of character coreference affects

quote attribution. If an entire character is not iden-
tified, there is no chance for the system to attribute
a quote to that character. If a system attributes
a quote to the nearest character mention and that
mention is not attributed to the correct character
cluster, the quote attribution will likely be incorrect.
For this reason, we evaluate quote attribution with
different coreference settings. System coreference
in Table 5 refers to quote attribution performance
when using the respective system’s coreference.
That is, BookNLP’s coreference was evaluated with
BookNLP’s quote attribution and FanfictionNLP’s
coreference with FanfictionNLP’s quote attribution.
We test He et al. (2013)’s approach with the same
coreference input as FanfictionNLP. Evaluations
are also reported with gold character coreference,
as well as with gold character coreference and with
gold quote extractions, to measure attribution with-
out the effects of differences in quote extraction
accuracy.

The deterministic approach of Muzny et al.
(2017), incorporated in the pipeline, outperforms
both BookNLP and He et al. (2013)’s RankSVM
classifier in this informal narrative domain.

5.3 Quote Pronoun Resolution Module
Evaluation

We test our approach for resolving pronouns within
quotes (Section 3.3) on character coreference on
the fanfiction evaluation set. We show results us-
ing gold quote attribution as an upper bound of the
prospective improvement, and using quote attribu-
tions predicted by Muzny et al. (2017)’s approach
adopted in the fanfiction pipeline. As shown in
Table 6, post-hoc resolution of first-person (I) and
second-person (you) pronouns with perfect quote

CoNLL LEA
P R F1 F1

FanfictionNLP 72.6 70.1 71.4 73.5

+ I (Muzny QuA) 72.9 70.2 71.6 74.4
+ I + You (Muzny QuA) 73.1 70.2 71.7 74.5

+ I (Gold QuA) 73.9 71.2 72.5 76.0
+ I + You (Gold QuA) 74.6 71.6 73.1 77.2

Table 6: Quote Pronoun Resolution evaluation scores.
Coreference resolution scores on the 10 fanfiction eval-
uation stories are reported. Improvements gained from
changing the attribution of I and you within quotes are
shown, with both the Muzny et al. (2017) quotation
attribution system used in the FanfictionNLP pipeline,
as well as the upper bound of improvement with gold
quote annotation predictions.

annotation information (Gold QuA) substantially
improves the overall performance of coreference
resolution across both CoNLL and LEA F1 scores
(by 1.6 and 3.5 percentage points respectively).

Similarly, coreference resolution using informa-
tion from a state-of-the-art quote attribution system
(Muzny et al., 2017) also results in statistically sig-
nificant, although smaller, improvements across
both metrics (by 0.3 percentage points and 0.8 per-
centage points respectively) on the 10 fanfiction sto-
ries. These results suggest that our approach is able
to leverage the quote attribution outputs (speaker
information) to resolve the first and second-person
pronouns within quotations. It does so by assum-
ing that the text within a quote is from the point of
view of the speaker of the quote, as attributed by
the quote attribution system.

Table 7 shows the qualitative results on three con-
secutive quotes from one of the stories in our fan-
fiction dataset. For the first two quotations, Fanfic-
tionNLP incorrectly resolves your/you to the char-
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Quote Speaker
(Muzny QuA /

Gold QuA)

Addressee
(Muzny QuA /

Gold QuA)

FanFictionNLP FanFictionNLP + I + You
(Muzny QuA / Gold QuA)

"Alright , give me [your] phone . These
questions are lame ."

Caitlin /
Caitlin

Cisco /
Cisco

your = Caitlin your = [Cisco / Cisco]

"Would [you] rather give up showering
for a month or the Internet for a month ?"

Caitlin /
Caitlin

Cisco /
Cisco

you = Caitlin you = [Cisco / Cisco]

"[You] know what , do n’t reply to that
one , [I] do n’t want to know ."

Cisco /
Caitlin

Caitlin /
Cisco

I = Cisco
You = Cisco

I = [Cisco / Caitlin]
You = [Caitlyn / Cisco]

Table 7: Coreference Resolution of first- and second-person pronouns in three consecutive quotes from one of the
fanfiction stories in our dataset. Results show the impact of the Quote Attribution predictions on the performance
of the algorithm described in Section 3.3.

acter Caitlin. However, FanfictionNLP + I + You
correctly maps the mentions to Cisco. In the third
example, we find that FanfictionNLP + I + You
(Muzny QuA) does not perform correct resolution
as the speaker output by the quote attribution mod-
ule is incorrect. This shows the dependence of this
algorithm on quality quote attribution predictions.

5.4 Assertion Extraction Qualitative
Evaluation

There is no counterpart to the pipeline’s assertion
extraction in BookNLP or other systems. Qualita-
tively, the spans identified by TextTiling include
text that relates to characterization beyond sim-
ply selecting sentences that mention characters,
and with more precision than selecting whole para-
graphs that mention characters.

For example, our approach captured sentences
that described how characters were interpreting
their environment. In one fanfiction story in our
test set, a character “could see stars and planets,
constellations and black holes. Everything was dis-
tant, yet reachable.” Such sentences do not contain
character mentions, but certainly contribute to char-
acter development and contain useful associations
made with characters.

These assertions also capture narration that men-
tions interactions between characters, but which
may not mention any one character individually.
In another fanfiction story in which two wizards
are dueling, extracted assertions for each character
includes, “Their wands out, pointed at each other,
each shaking with rage.” These associations are
important to characterization, but fall outside sen-
tences that contain individual character mentions.

6 Ethics

Though most online fanfiction is publicly available,
researchers must consider how users themselves
view the reach of their content (Fiesler and Proferes,
2018). Anonymity and privacy are core values of
fanfiction communities; this is especially impor-
tant since many participants identify as LGBTQ+
(Fiesler et al., 2016; Dym et al., 2019). We in-
formed Archive of Our Own, with our contact in-
formation, when scraping fanfiction and modified
fanfiction examples given in this paper for privacy.
We urge researchers who may use the fanfiction
pipeline we present to consider how their work en-
gages with fanfiction readers and writers, and to
honor the creativity and privacy of the community
and individuals behind this “data”.

7 Conclusion

We present a text processing pipeline for the do-
main of fanfiction, stories that are written by fans
and inspired by original media. Large archives of
fanfiction are available online and present oppor-
tunities for researchers interested in community
writing practices, narrative structure, fan culture,
and online communities. The presented text pro-
cessing pipeline allows researchers to extract and
cluster mentions of characters from fanfiction sto-
ries, along with what each character does (asser-
tions) and says (quotes).

We assemble state-of-the-art NLP approaches
for each module of this processing pipeline and
evaluate them on an annotated test set, outper-
forming a pipeline developed for formal fiction
on character coreference and quote attribution. We
also present improvements in character coreference
with a post-processing step that uses information
from quote attribution to resolve first- and second-
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person pronouns within quotes. Our hope is that
this pipeline will be a step toward enabling struc-
tured analysis of the text of fanfiction stories, which
contain more variety than published, formal fiction.
The pipeline could also be applied to other formal
or informal narratives outside of fanfiction, though
we have not evaluated it in other domains.

Acknowledgements

This work was supported in part by NSF grant DRL
1949110. We acknowledge Shefali Garg, Ethan
Xuanyue Yang, and Luke Breitfeller for work on
an earlier version of this pipeline, and Matthew
Sims and David Bamman for their quote attribution
re-implementation. We also thank the fanfiction
writers on Archive of Our Own whose creative
work allowed the creation and evaluation of this
pipeline.

References
Apoorv Agarwal, Anup Kotalwar, and Owen Rambow.

2013. Automatic Extraction of Social Networks
from Literary Text: A Case Study on Alice in Won-
derland. In International Joint Conference on Nat-
ural Language Processing, October, pages 1202–
1208.

Mariana SC Almeida, Miguel B Almeida, and An-
dré FT Martins. 2014. A joint model for quotation
attribution and coreference resolution. In Proceed-
ings of the 14th Conference of the European Chap-
ter of the Association for Computational Linguistics,
pages 39–48.

David Bamman, Olivia Lewke, and Anya Mansoor.
2020. An Annotated Dataset of Coreference in En-
glish Literature. In Proceedings of the 12th Lan-
guage Resources and Evaluation Conference, pages
44–54.

David Bamman, Ted Underwood, and Noah A. Smith.
2014. A Bayesian Mixed Effects Model of Literary
Character. Proceedings of the 52nd Annual Meet-
ing of the Association for Computational Linguistics
(ACL 2014), pages 370–379.

Bertram Bruce. 1981. A social interaction model of
reading. Discourse Processes, 4(4):273–311.

Cuong Xuan Chu, Simon Razniewski, and Gerhard
Weikum. 2020. EntyFi: Entity typing in fictional
texts. WSDM 2020 - Proceedings of the 13th Inter-
national Conference on Web Search and Data Min-
ing, pages 124–132.

Kevin Clark and Christopher D Manning. 2015. Entity-
centric coreference resolution with model stacking.
In Proceedings of the 53rd Annual Meeting of the
Association for Computational Linguistics and the

7th International Joint Conference on Natural Lan-
guage Processing (Volume 1: Long Papers), pages
1405–1415.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. In Proceedings of the Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies
(NAACL-HLT), pages 4171–4186.

Brianna Dym, Jed R. Brubaker, Casey Fiesler, and
Bryan Semaan. 2019. "Coming Out Okay": Com-
munity Narratives for LGBTQ Identity Recovery
Work. Proceedings of the ACM on Human-
Computer Interaction, 3(CSCW):1–28.

Sarah Evans, Katie Davis, Abigail Evans, Julie Ann
Campbell, David P Randall, Kodlee Yin, and Cecilia
Aragon. 2017. More Than Peer Production: Fanfic-
tion Communities as Sites of Distributed Mentoring.
Proceedings of the 2017 ACM Conference on Com-
puter Supported Cooperative Work and Social Com-
puting, pages 259–272.

Ethan Fast, Tina Vachovsky, and Michael S Bernstein.
2016. Shirtless and dangerous: Quantifying lin-
guistic signals of gender bias in an online fiction
writing community. In Proceedings of the 10th In-
ternational Conference on Web and Social Media
(ICWSM), pages 112–120.

Rita Felski. 2020. Hooked: Art and Attachment. Uni-
versity of Chicago Press.

Casey Fiesler, Shannon Morrison, and Amy S. Bruck-
man. 2016. An Archive of Their Own. Proceedings
of the 2016 CHI Conference on Human Factors in
Computing Systems - CHI ’16, pages 2574–2585.

Casey Fiesler and Nicholas Proferes. 2018. “Partici-
pant” Perceptions of Twitter Research Ethics. Social
Media and Society, 4(1).

Melanie C. Green, Timothy C. Brock, and Geoff F.
Kaufman. 2004. Understanding media enjoyment:
The role of transportation into narrative worlds.
Communication Theory, 14(4):311–327.

Hua He, Denilson Barbosa, and Grzegorz Kondrak.
2013. Identification of speakers in novels. In Pro-
ceedings of the 51st Annual Meeting of the Associa-
tion for Computational Linguistics (Volume 1: Long
Papers), pages 1312–1320.

Marti A. Hearst. 1997. TextTiling: Segmenting text
into multi-paragraph subtopic passages. Computa-
tional Linguistics, 23(1):33–64.

Mohit Iyyer, Anupam Guha, Snigdha Chaturvedi, Jor-
dan Boyd-Graber, and Hal Daumé III. 2016. Feud-
ing families and former friends: Unsupervised learn-
ing for dynamic fictional relationships. In Proceed-
ings of the Conference of the North American Chap-
ter of the Association for Computational Linguis-

21



tics: Human Language Technologies (NAACL-HLT),
pages 1534–1544.

Henry Jenkins. 1992. Textual Poachers: Television
Fans and Participatory Culture. Routledge.

Mandar Joshi, Danqi Chen, Yinhan Liu, Daniel S.
Weld, Luke Zettlemoyer, and Omer Levy. 2020.
SpanBERT: Improving pre-training by representing
and predicting spans. Transactions of the Associa-
tion for Computational Linguistics, 8:64–77.

Mandar Joshi, Omer Levy, Luke Zettlemoyer, and
Daniel Weld. 2019. BERT for coreference reso-
lution: Baselines and analysis. In Proceedings of
the 2019 Conference on Empirical Methods in Nat-
ural Language Processing and the 9th International
Joint Conference on Natural Language Processing
(EMNLP-IJCNLP), pages 5803–5808, Hong Kong,
China. Association for Computational Linguistics.

Anna Kasunic and Geoff Kaufman. 2018. Learning
to Listen: Critically Considering the Role of AI in
Human Storytelling and Character Creation. In Pro-
ceedings ofthe First Workshop on Storytelling, pages
1–13.

Mike Kestemont, Michael Tschuggnall, Efstathios Sta-
matatos, Walter Daelemans, Günther Specht, Benno
Stein, and Martin Potthast. 2018. Overview of
the author identification task at PAN-2018: Cross-
domain authorship attribution and style change de-
tection. CEUR Workshop Proceedings, 2125.

Evgeny Kim and Roman Klinger. 2019. Frowning
Frodo, Wincing Leia, and a Seriously Great Friend-
ship: Learning to Classify Emotional Relationships
of Fictional Characters. In Proceedings of the Con-
ference of the North American Chapter of the Asso-
ciation for Computational Linguistics: Human Lan-
guage Technologies (NAACL-HLT), pages 647–653.

Heeyoung Lee, Yves Peirsman, Angel Chang,
Nathanael Chambers, Mihai Surdeanu, and Dan
Jurafsky. 2011. Stanford’s multi-pass sieve coref-
erence resolution system at the conll-2011 shared
task. In Proceedings of the 15th Conference on
Computational Natural Language Learning: Shared
Task, pages 28–34.

Kenton Lee, Luheng He, Mike Lewis, and Luke Zettle-
moyer. 2017. End-to-end neural coreference reso-
lution. In Proceedings of the 2017 Conference on
Empirical Methods in Natural Language Processing,
pages 188–197.

Alexis Lothian, Kristina Busse, and Robin Anne Reid.
2007. Yearning void and infinite potential: Online
slash fandom as queer female space. English Lan-
guage Notes, 45(2).

Ann McClellan. 2014. Redefining genderswap fan fic-
tion: A Sherlock case study. Transformative Works
& Cultures, 17.

George A Miller. 1995. WordNet: a lexical
database for English. Communications of the ACM,
38(11):39–41.

Smitha Milli and David Bamman. 2016. Beyond
Canonical Texts : A Computational Analysis of Fan-
fiction. Proceedings of the 2016 Conference on
Empirical Methods in Natural Language Processing
(EMNLP-16), pages 2048–2053.

Nafise Sadat Moosavi and Michael Strube. 2016.
Which coreference evaluation metric do you trust?
a proposal for a link-based entity aware metric. In
Proceedings of the 54th Annual Meeting of the As-
sociation for Computational Linguistics (Volume 1:
Long Papers), pages 632–642, Berlin, Germany. As-
sociation for Computational Linguistics.

Felix Muzny, Michael Fang, Angel X. Chang, and
Dan Jurafsky. 2017. A two-stage sieve approach for
quote attribution. In Proceedings of the 15th Confer-
ence of the European Chapter of the Association for
Computational Linguistics (EACL 2017), volume 1,
pages 460–470.

Tim O’Keefe, Silvia Pareti, James R. Curran, Irena Ko-
prinska, and Matthew Honnibal. 2012. A sequence
labelling approach to quote attribution. Proceedings
of the 2012 Joint Conference on Empirical Methods
in Natural Language Processing and Computational
Natural Language Learning, (July):790–799.

Jeffrey Pennington, Richard Socher, and Christopher D
Manning. 2014. Glove: Global vectors for word rep-
resentation. In Proceedings of the 2014 Conference
on Empirical Methods in Natural Language Process-
ing (EMNLP), pages 1532–1543.

Sameer Pradhan, Alessandro Moschitti, Nianwen Xue,
Olga Uryupina, and Yuchen Zhang. 2012. Conll-
2012 shared task: Modeling multilingual unre-
stricted coreference in ontonotes. In Proceedings
of the 2012 Joint Conference on Empirical Methods
in Natural Language Processing and Computational
Natural Language Learning, page 1–40, USA.

Karthik Raghunathan, Heeyoung Lee, Sudarshan Ran-
garajan, Nathanael Chambers, Mihai Surdeanu, Dan
Jurafsky, and Christopher D Manning. 2010. A
multi-pass sieve for coreference resolution. In Pro-
ceedings of the 2010 Conference on Empirical Meth-
ods in Natural Language Processing, pages 492–
501.

Marta Recasens, Marie-Catherine de Marneffe, and
Christopher Potts. 2013. The life and death of dis-
course entities: Identifying singleton mentions. In
Proceedings of the 2013 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
pages 627–633.

Bingyu Shen, Christopher W. Forstall, Anderson
De Rezende Rocha, and Walter J. Scheirer. 2018.
Practical text phylogeny for real-world settings.
IEEE Access, 6:41002–41012.

22



Matthew Sims and David Bamman. 2020. Measuring
information propagation in literary social networks.
In Proceedings of the 2020 Conference on Empirical
Methods in Natural Language Processing (EMNLP),
pages 642–652, Online. Association for Computa-
tional Linguistics.

Matthew Sims, Jong Ho Park, and David Bamman.
2019. Literary event detection. In Proceedings of
the 57th Annual Meeting of the Association for Com-
putational Linguistics, pages 3623–3634, Florence,
Italy. Association for Computational Linguistics.

Catherine Tosenberger. 2008. Homosexuality at the
Online Hogwarts: Harry Potter Slash Fanfiction.
Children’s Literature, 36(1):185–207.

David Vilares and Carlos Gómez-Rodríguez. 2019.
Harry Potter and the action prediction challenge
from natural language. NAACL HLT 2019 - 2019
Conference of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies - Proceedings of the Confer-
ence, 1:2124–2130.

Anthony Wall. 1984. Characters in Bakhtin’s Theory.
Studies in 20th Century Literature, 9(1):2334–4415.

Kodlee Yin, Cecilia Aragon, Sarah Evans, and Katie
Davis. 2017. Where no one has gone before: A
meta-dataset of the world’s largest fanfiction repos-
itory. In Proceedings of the Conference on Human
Factors in Computing Systems, pages 6106–6110.

23



Proceedings of the 3rd Workshop on Narrative Understanding, pages 24–35
June 11, 2021. ©2021 Association for Computational Linguistics

Learning Similarity between Movie Characters and Its Potential
Implications on Understanding Human Experiences

Zhilin Wang1 Weizhe Lin2 Xiaodong Wu2

1University of Washington, United States
2University of Cambridge, United Kingdom

zhilinw@uw.edu, {wl356, xw338}@cam.ac.uk

Abstract

While many different aspects of human expe-
riences have been studied by the NLP com-
munity, none has captured its full richness.
We propose a new task1 to capture this rich-
ness based on an unlikely setting: movie char-
acters. We sought to capture theme-level
similarities between movie characters that
were community-curated into 20,000 themes.
By introducing a two-step approach that bal-
ances performance and efficiency, we man-
aged to achieve 9-27% improvement over re-
cent paragraph-embedding based methods. Fi-
nally, we demonstrate how the thematic infor-
mation learnt from movie characters can poten-
tially be used to understand themes in the expe-
rience of people, as indicated on Reddit posts.

1 Introduction

What makes a person similar to another? While
there is no definitive answer, some aspects that
have been investigated in the NLP community are
personality(Gjurković and Šnajder, 2018; Conway
and O’Connor, 2016), demographics(Nguyen et al.,
2016) as well as personal beliefs and intents (Sap
et al., 2019). While each of these aspects is valu-
able on its own, they also seem somewhat lack-
ing to sketch a complete picture of a person. Re-
searchers who recognise such limitations seek to
ameliorate them by jointly modelling multiple as-
pects at the same time (Benton et al., 2017). Yet,
we intuitively know that as humans, we are more
than the sum of the multiple aspects that consti-
tutes our individuality. Our human experiences are
marked by so many different aspects that interact
in ways that we can not anticipate. What then can
we do to better capture the degree of similarity
between different people?

Finding similar movie characters can be an in-
teresting first step to understanding humans better.

1Code and data available at https://github.com/
Zhilin123/similar_movie_characters

Many characters are inspired by and related to true
stories of people so understanding how to identify
similarities between character descriptions might
ultimately help us to better understand similarities
in human characteristics and experiences. One way
of defining what makes movie character descrip-
tions similar is when community-based contribu-
tors on All The Tropes2 classify them into the same
theme (also known as a trope), with an example
from the trope “Driven by Envy” shown in Table 1.
Other themes (tropes) include “Parental Neglect”,
“Fallen Hero”, and “A Friend in Need”.

Such community-based curation allows All The
Tropes to reap the same advantages as Wikipedia
and open-sourced software: a large catalog can
be created with high internal-consistency given
the in-built self-correction mechanisms. This ap-
proach allowed us to collect a dataset of >100
thousand characters labelled with >20,000 themes
without requiring any annotation cost. Based on
this dataset, we propose a model that can be used
to identify similar movie characters precisely yet
efficiently. While movie characters may not be
the perfect reflection of human experience, we ul-
timately show that they are good enough proxies
when collecting a dataset of similar scale with real
people would be extremely expensive.

Our key contributions are as follows:

1. We conduct a pioneering study on identify-
ing similar movie character descriptions us-
ing weakly supervised learning, with potential
implications on understanding similarities in
human characteristics and experiences.

2. We propose a two-step generalizable approach
that can be used to identify similar movie
characters precisely yet efficiently and demon-
strate that our approach performs at least 9-
27% better than methods employing recent
paragraph embedding-based approaches.

2https://allthetropes.org
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Superman’s 1990s enemy Conduit.
Conduit hates Superman because he knows if Su-
perman wasn’t around he would be humanity’s
greatest hero instead ...

Loki
Loki’s constant scheming against Thor in his efforts
to one-up him gave Odin and the rest of Asgard
more and more reasons to hate Loki ...

Table 1: Character descriptions from the trope “Driven
by Envy”

3. We show that our model, which is trained on
identifying similar movie characters, can be
related to themes in human experience found
in Reddit posts.

2 Related Work

2.1 Analysis of characters in film and fiction
Characters in movies and novels have been com-
putationally analyzed by many researchers. Bam-
man et al. (2013, 2014) attempted to cluster various
characters into prototypes based on topic modelling
techniques (Blei et al., 2003). On the other hand, Fr-
ermann and Szarvas (2017) and Iyyer et al. (2016)
sought to cluster fictional characters alongside the
relationships between them using recurrent neural
networks and matrix factorization. While preceded
by prior literature, our work is novel in framing
character analysis as a supervised learning problem
rather than an unsupervised learning problem.

Specifically, we formulate it as a similarity learn-
ing task between characters. Tapping on fan-
curated movie-character labels (ie tropes) can pro-
vide valuable information concerning character
similarity, which previous literature did not use.
A perceptible effect of this change in task formula-
tion is that our formulation allows movie characters
to be finely distinguished amongst> 20000 themes
versus < 200 in prior literature. Such differences
in task formulation can contribute a fresh perspec-
tive into this research area and inspire subsequent
research.

Furthermore, the corpus we use differs signifi-
cantly from those used in existing research. We
use highly concise character descriptions of around
200 words whereas existing research mostly uses
movie/book-length character mentions. Concise
character descriptions can exemplify specific trait-

s/experiences of characters. This allows the dif-
ferences between characters to be more discrim-
inative compared to a longer description, which
might include more points of commonality (going
to school/work, eating and having a polite conver-
sation). This means that such concise descriptions
can eventually prove more helpful in understanding
characteristics and experiences of humans.

2.2 Congruence between themes in real-life
experiences and movie tropes

Mostly researched in the field of psychology, real-
life experiences are often analyzed through asking
individuals to document and reflect upon their ex-
periences. Trained analysts then seek to classify
such writing into predefined categories.

Demorest et al. (1999) interpreted an individual’s
experience in the form of three key stages: an indi-
vidual’s wish, the response from the other and the
response from the self in light of the response from
the other. Each stage consists of around ten prede-
fined categories such as wanting to be autonomous
(Stage 1), being denied of that autonomy (Stage 2)
and developing an enmity against the other (Stage
3). Thorne and McLean (2001) organized their
analysis in terms of central themes. These central
themes include experiences of interpersonal tur-
moil, having a sense of achievement and surviving
a potentially life-threatening event/illness.

Both studies above code individuals’ personal
experiences into categories/themes that greatly re-
semble movie tropes. Because of this congruence,
it is very likely that identifying similarity between
characters in the same trope can inform about simi-
larity between people in real-life. A common draw-
back of Demorest et al. (1999) and Thorne and
McLean (2001) lie in their relatively small sample
size (less than 200 people classified into tens of
themes/categories). Comparatively, our study uses
> 100,000 characters fine-grainedly labelled by
fans into>20,000 tropes. As a result, this study has
the potential of supporting a better understanding
of tropes, which we have shown to be structurally
similar to themes in real-life experiences.

2.3 Candidate selection in information
retrieval

Many information retrieval pipelines involve
first identifying likely candidates and then post-
processing these candidates to determine which
among them are most suitable. The most widely-
used class of approaches for this purpose is
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known as Shingling and Locally Sensitive Hashing
(Leskovec et al., 2020; Rodier and Carter, 2020).
Such approaches first represent documents as Bag-
of-Ngrams before hashing such representation into
shorter integer-vector signatures. These signatures
contain information on n-gram overlap between
documents and hence encode lexical features that
characterize similar documents. However, such ap-
proaches are unable to identify documents that are
similar based on abstract semantic features rather
than superficial lexical similarities.

Recent progress in language modelling has en-
abled the semantic meaning of short paragraphs to
be encoded beyond lexical features (Peters et al.,
2018; Devlin et al., 2019; Howard and Ruder, 2018;
Raffel et al., 2019). This has reaped substantial
gains in text similarity tasks including entailment
tasks (Bowman et al., 2015; Williams et al., 2018),
duplicate questions tasks (Sharma et al., 2019;
Nakov et al., 2017) and others (Cer et al., 2017;
Dolan and Brockett, 2005). Yet, such progress has
yet to enable better candidate selection based on
semantic similarities. As a result, relatively naive
approaches such as exhaustive pairwise compar-
isons and distance-based measures continue to be
the dominant approach in identifying similar doc-
uments encoded into dense contextualized embed-
dings (Reimers and Gurevych, 2019). To improve
this gap in knowledge, this study proposes and
validates a candidate selection method that is com-
patible with recent progress in text representation.

3 Task formulation

There is a set of unique character descriptions from
the All The Tropes (Character0, Character1 ...
Charactern), each associated with a non-unique
trope (theme) (Trope0, Trope0 ... Tropep). Given
this set, find the k (where k = 1, 5 or 10) most sim-
ilar character(s) to each character without making
explicit use of the trope association of each char-
acter. In doing so, the goal is to have a maximal
proportion of most similar character(s) which share
the same tropes.

4 Methods

In this section, we first discuss how we prepare
the dataset and trained a BERT Next Sentence Pre-
diction (NSP) model to identify similar characters.
Based on this model, we present a 2-step Select
and Refine approach, which can be utilized to find
the most similar characters quickly yet effectively.

4.1 Dataset

Character descriptions from All The Tropes3 were
used. We downloaded all character descriptions
that had more than 100 words because character de-
scriptions that are too short are unlikely to provide
sufficient textual information for comparing sim-
ilarity with other character descriptions. We then
filtered our data to retain only tropes that contain
more than one character descriptions. Character
descriptions were then randomly split into training
and evaluation sets (evaluation set = 20%). Inspired
by BERT NSP dataset construction Devlin et al.
(2019), we generated all possible combination-
pairs of character descriptions that are classified
under each trope (i.e. an unordered set) and gave
the text-pair a label of IsSimilar, For each
IsSimilar pair in the training set, we took the
first item, randomly selected a character descrip-
tion that is not in the same trope as the first item
and gave the new pair a label of NotSimilar.

Descriptive statistics are available in Table 2.

4.2 Training BERT Next Sentence Prediction
model

We trained a BERT Next Sentence Prediction
model (English-base-uncased)4 with the pre-
trained weights used as an initialization. As this
model was trained to perform pair-wise character
comparison instead of next sentence prediction, we
thereafter name it as Character Comparison Model
(CCM).

All hyper-parameters used to train the model
were default5 except adjusting the maximum se-
quence length to 512 tokens (to adapt to the
paragraph-length text), batch-size per GPU to 8
and epoch number to 2, as recommended by Devlin
et al. (2019). Among the training set, 1% was sepa-
rated as a validation set during the training process.
We also used the default pre-trained BERT English-
base-uncased tokenizer because only a small pro-
portion of words (< 0.5%) in the training corpus
were out-of-vocabulary, of which most were names.
As a result, training took 3 days on 4 Nvidia Tesla
P100 GPUs.

3https://allthetropes.org
412-layer, 768-hidden, 12-heads, 110M parameters with

only Next Sentence Prediction loss, accessed from https:
//github.com/huggingface/transformers

5https://github.com/huggingface/
transformers/
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Figure 1: Workflow of finding most similar characters: BERT NSP model is first trained on the training set (Section
4.2) top_n characters are then selected using cosine similarity based on the Character Embedding Model or using
a Siamese-BERT model, which has been omitted from the illustration for clarity (Section 4.3.1). This selection
is then refined using the Character Comparison Model to create a similarity matrix, which can then be sorted to
identified most similar characters. (Section 4.3.2)

Training Set Evaluation Set

Characters 109000 27250
Words per character 172 (σ = 101) 172 (σ = 102)
Tropes 13160 8669
Characters per trope 5.39 (σ = 9.66) 1.33 (σ = 2.64)
Character-pairs 2375298 (50% IsSimilar) 72705 (only IsSimilar)

Table 2: Descriptive statistics of dataset

4.3 Select and Refine

To address the key limitation of utilizing exhaustive
pairwise comparison in practice - its impractically
long computation time (≈ 10 thousand GPU-hours
on Nvidia Tesla P100), we propose a two-step Se-
lect and Refine approach. The Select step first iden-
tifies a small set of likely candidates in a coarse but
computationally efficient manner. Then, the Re-
fine step re-ranks these candidates using a precise
but computationally expensive model. In doing
so, it combines their strengths to precisely iden-
tify similar characters while being computationally
efficient. While the Select and Refine approach
is designed for identifying similar characters, this
novel approach can also be directly used in other
tasks involving semantic similarities between a pair
of texts.

4.3.1 Select
Characters that are likely to be similar to each
character are first selected using a variant of our
CCM model - named the Character Encoding Model
(thereafter CEM). This model differs from the CCM
model in that it does not utilize the final classi-
fier layer. Therefore it can process a character de-
scription individually (instead of in pairs) to output
an embedding that represents the character. The
shared weights with CCM means that it encodes se-
mantic information in a a similar way. This makes
it likely that the most cosine similar character de-
scriptions based on their character embedding are
likely to have high (but not necessarily the highest)
character-pair similarity.

Beyond the CEM, any model capable of effi-
ciently generating candidates for similar character
description texts in O(n) time can also be used for
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this Select step, allowing immense flexibility in
the application of the Select and Refine approach.
To demonstrate this, we also test a Siamese-BERT
model for the Select step, with the details of its
preparation in Section 5.2.

In this step, we effectively reduced the search
space for the most similar characters. We choose
top_n candidates characters which are most simi-
lar to each character, forming top_n most similar
character-pairs. top_n is a hyper-parameter that
can range from 1 to 500. Strictly speaking, this
step requires O(n2) comparisons to find the top_n
most similar character-pairs. However, each co-
sine similarity calculation is significantly less com-
putationally demanding compared to each BERT
NSP operation (note that CCM is trained from an
NSP model). This also applies to the Siamese-
BERT model because character embeddings can
be cached, meaning that only a single classifica-
tion layer operation needs to be repeated O(n2)
times. This means that computational runtime is
dominated by O(n) BERT NSP operations in the
subsequent Refine step, given the huge constant
factor for BERT NSP operations. Overall, this step
took 0.25 GPU-hours.

4.3.2 Refine
The initial selection of candidates for most similar
characters to each character will then be refined
using the CCM model. This step is more compu-
tationally demanding (0.25 * top_n GPU-hours)
but can more effectively determine the extent to
which characters are similar. Character Compar-
ison Model (CCM) will then only be used on the
top_n most similar candidate character-pairs, re-
ducing the number of operations for each character
from the total number of characters (nchars) to only
top_n. As a consequence, the runtime complexity
of the overall operation is reduced from O(n2chars)
to O(top_n ·nchars) == O(nchars), given top_n is
a constant.

5 Evaluation

In this section, we first present evaluation metrics
and then present the preparation of baseline models
including state-of-the-art paragraph-level embed-
ding models. Finally, we analyze the performance
of our models relative to baseline models.

5.1 Evaluation metrics
Recall @ k considers the proportion of all ground-
truth pairs found within the k (1, 5 or 10) most

similar characters to each character (Manning et al.,
2008). Normalized Discounted Cumulative Gain @
k (nDCG @ k) is a precision metric that considers
the proportion of predicted k most similar charac-
ters to each character that are in the ground-truth
character-pairs. It also takes into account the order
amongst top k predicted most similar characters
(Wang et al., 2013). Mean reciprocal rank (MRR)
identifies the rank of the first correctly predicted
most similar character for each character and aver-
ages the reciprocal of their ranks. (Voorhees, 2000).
Higher is better for all metrics.

5.2 Baseline Models

Baseline measurements were obtained for Google
Universal Sentence Encoder-large (Cer et al.,
2018), BERT-base (Devlin et al., 2019) and
Siamese-BERT-base6 (Reimers and Gurevych,
2019).

Google Universal Sentence Encoder-large
model7 (USE) on Tensorflow Hub was used to
obtain a 512-dimensional vector representation of
each character description. Bag of Words (BoW)
was implemented by lowercasing all words and
counting the number of times each word occurred
in each character description. BERT embedding of
768 dimensions were obtained by average-pooling
all the word embedding of tokens in the second-to-
last layer, as recommended by (Xiao, 2018). The
English-base-uncased version8 was used. For each
type of embedding, the most similar characters
were obtained by finding other characters whose
embeddings are most cosine similar.

Siamese-BERT was obtained based on train-
ing a Siamese model architecture connected to a
BERT base model on the training set in Section
4.1. We follow the optimal model configuration
for sentence-pair classification tasks described in
Reimers and Gurevych (2019), which involves tak-
ing the mean of all tokens embeddings in the final
layer. With the mean embedding for each char-
acter description, an absolute difference between
them was taken. The mean embedding for charac-
ter A, mean embedding for character B and their
absolute difference was then entered into a feedfor-
ward neural network, which makes the prediction.
Siamese-BERT was chosen as a baseline due to its
outstanding performance in sentence-pair classifi-

612-layer, 768-hidden, 12-heads and 110M parameters
7https://tfhub.dev/google/universal-sentence-encoder-

large/3
812-layer, 768-hidden, 12-heads and 110M parameters
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cation tasks such as Semantic Textual Similarity
(Cer et al., 2017) and Natural Language Inference
(Bowman et al., 2015; Williams et al., 2018). For
this baseline, the characters most similar to a char-
acter are those with the highest likelihood of being
predicted IsSimilar with the character.

5.3 Suitability of Siamese-BERT and CEM
for Step 1: Select

While the prohibitively high computational de-
mands of exhaustive pairwise comparison (≈ 10
thousand GPU-hours) prevents a full-scale evalu-
ation of the adequateness of Siamese-BERT and
CEM for Step 1:Select, we conducted a small-scale
experiment on 100 randomly chosen characters
from the test set. First, an exhaustive pairwise com-
parison was conducted between these randomly
chosen characters and all characters in the test set.
From this, 100 characters with the highest CCM
similarity value with each of the randomly chosen
characters were identified. Next, various methods
in Table 3 were attempted to identify 500 charac-
ters with the highest cosine similarity with the ran-
domly chosen characters. Finally, the proportion of
overlap between CCM and each method was calcu-
lated. Results demonstrate that Siamese-BERT and
CEM have the greatest overlap and hence, the use
of Siamese-BERT and CEM can select for the most
number of highly similar characters to be refined
by the CCM.

CCM overlap (%)

Siamese-BERT 36.15
CEM 24.21
BERT 16.90
USE 16.27
BoW 7.41

Table 3: Proportion of 100 characters with high CCM
similarity value that overlaps with each method for Step
1: Select

5.4 Selecting hyper-parameter top_n for Step
2: Refine

Based on Figure 2, the ideal top_n for the Select
and Refine model with Siamese-BERT varies be-
tween 7 and 25 depending on the metric that is
optimised for. In general, a lower value for top_n
is preferred when optimizing for Recall@k and
nDCG@k with smaller values of k. The metrics
reported in Table 4 consist of the optimal value for
each metric at various top_n.

Figure 2: Percent change in metrics with each addi-
tional top_n for Select and Refine model with Siamese-
BERT. Average smoothing applied over a range of 10
to improve clarity. Points annotated where each metric
is at 0.

On the other hand, there is no ideal value for
top_nwhen using the Select and Refine model with
CEM. Instead, the metrics continue to improve over
large values of top_n, albeit at a gradually reduced
rate. However, due to practical considerations relat-
ing to GPU computation time, we terminated our
search at top_n = 500 and report metrics for that
value of top_n.

Together, this means that the Select and Refine
model using Siamese-BERT achieves peak per-
formance with significant less computational re-
sources compared to the one using CEM (2-6 GPU-
hours vs. 125 GPU-hours).

5.5 Comparing Select and Refine models
with baseline models

As shown in Table 4, the highest value for all met-
rics lies below 40% suggesting that identifying
similar characters is a novel and challenging task.
This is because there are only very few correct
answers (characters from the same trope) out of
27,000 possible characters. The poor performance
of the Bag-of-Words baseline also demonstrates
that abstract semantic similarity between charac-
ters is significantly different from their superficial
lexical similarity. In face of such challenges, the
Select and Refine model using Siamese-BERT per-
formed 9-27 % better on all metrics than the best
performing paragraph-embedding-based baseline.
This suggests the importance of refining initial se-
lection of candidates instead of using them directly,
even when the baseline model has relatively good
performance.

Comparing the Select and Refine models,
Siamese-BERT performed much better than CEM
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Recall @ k (in %) nDCG @ k (in %) MRR
k = 1 k = 5 k = 10 k = 1 k = 5 k = 10 (in %)

Select and Refine models

Siamese-BERT 6.921 23.53 36.14 21.82 19.13 19.71 26.56
CEM 6.184 20.74 31.02 19.50 17.02 17.26 28.50

Baseline models

Siamese-BERT 5.437 19.53 30.65 17.14 15.51 16.15 25.99
CEM 2.802 8.852 13.26 8.832 7.119 7.126 14.61
BERT 1.238 3.636 5.514 3.904 3.035 3.109 7.182
USE 1.277 4.427 6.956 4.025 3.599 3.866 7.810
BoW 0.4632 1.344 1.987 1.46 1.087 1.052 2.824

Table 4: Performance of Select and Refine models compared to baseline models. Higher is better for all metrics.

while having a significantly low top_n, which
means that less computational resources is re-
quired. The superior performance and efficiency of
Siamese-BERT means that it is more suitable for
Step 1: Select. This is likely caused by the higher
performance of Siamese-BERT as a baseline model.
While it was surprising that using Siamese-BERT
outperformed CEM, which directly shares weights
with the CCM, such an observation also shows the
relatively low coupling between the Select and Re-
fine steps. This means that the Select and Refine ap-
proach that we propose can continue to be relevant
when model architectures that are more optimized
for each step are introduced in the future.

The significantly higher performance of Select
and Refine models can be attributed to the ability
of underlying BERT NSP architecture in our CCM
to consider complex word relationships across the
two character descriptions. A manual examination
of correct pairs captured only by Select and Re-
fine models but not baseline models revealed that
these pairs often contain words relating to multiple
common aspects. As an example, one character
description contains “magic, enchanter” and “train-
ing, candidate, learn” while the other character
in the ground-truth pair contains “spell, wonder,
sphere” and “researched, school”. Compressing
these word-level aspects into a fixed-length vector
would cause some important semantic information
- such as the inter-relatedness between aspects - to
be lost (Conneau et al., 2018). As a result, cap-
turing similarities between these pairs prove to be
difficult in baseline models, leading to sub-optimal
ranking of the most similar characters.

6 Implications for understanding themes
in real-life experiences

6.1 Relating movie characters to Reddit posts

To demonstrate the potential applications of this
study in understanding human experiences, we de-
signed a task that can show how the model can be
used with zero-shot transfer learning. Specifically,
we used our model to identify the movie-characters
that are most fitting to a description of people’s
life experiences. To do this, we collected 50 posts
describing people’s real-life experiences from a fo-
rum r/OffMyChest on Reddit9, on which people
share their life experiences with strangers online.

Then, we used our models to identify 10 movie
characters (from our test set) that are most befitting
to each post. For each of these 10 movie charac-
ters suggested by model, three graduate students
independently rated whether the character matches
the concepts, ideas and themes expressed in each
post, while blind to information on which model
the characters were generated by. Because the ex-
tent of similarity between a movie character and
a Reddit post can be ambiguous, a binary annota-
tion was chosen over a Likert scale for clarity of
annotation. Annotators were instructed to annotate
"similar" when they can specify at least one area
of overlap between the concepts, ideas and themes
of a Reddit post and a movie character. Examples
of some characters that are indicated as "similar"
to two posts are shown in Appendix A. Annota-
tors agree on 94.2% of labels (Cohen’s κ = 0.934).
Where the annotators disagree, the majority opin-
ion out of three is taken. From these annotations,

9https://www.reddit.com/r/offmychest/
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Precision @ k (in %)
k = 1 k = 5 k = 10

Select and Refine models

Siamese-BERT 98.0 (14.0) 92.4 (14.4) 87.0 (8.79)
CEM 82.0 (39.6) 77.6 (17.9) 70.2 (8.94)

Baseline models

Siamese-BERT 76.0 (42.8) 73.2 (14.9) 70.8 (8.31)
CEM 48.0 (38.4) 33.2 (20.5) 27.2 (11.3)
BERT 40.0 (48.9) 21.2 (12.7) 12.8 (5.98)
USE 32.0 (46.6) 15.6 (13.3) 9.2 (7.23)
BoW 16.0 (36.6) 7.2 (9.17) 4.4 (4.9)

Table 5: Precision @ k (std. dev.) for movie characters identified by each model.

Precision @ k is calculated, considering the pro-
portion of all characters identified within the k (1, 5
or 10) that are labelled as "similar" (Manning et al.,
2008).

In Table 5, the performance of our Select and
Refine models reflects a similar extent of improve-
ment compared to our main learning task. This
shows that the model that was trained to disam-
biguate movie character similarity can also deter-
mine the extent of similarity between movie char-
acters and people’s life experiences. Beyond the
relative performance gains, the Select and Refine
model on this task also demonstrates an excellent
absolute performance of precision @ 1 = 98.00%.
This means that our model can be used on this task
without any fine-tuning.

Illustrating the difference in performance of the
various models in Table 6, the better performing
models on this task are generally better at capturing
thematic similarities in terms of the abstract sense
of recollection and memory, which are thematically
more related to the Reddit post. Our Select and Re-
fine model (with Siamese-BERT) is particularly
effective at capturing both a sense of recollection
as well as a sense of reverence towards a respected
figure (historical figure and father respectively).
In contrary, the poorer performing models con-
tain phrase-level semantic overlap (USE: picture
with facial recognition; BoW: killed and passed
away; eyes and recognize) but fail to capture the-
matic resemblance. This suggests our learning of
similarities between movie characters of the same
trope can effectively transfer onto thematic sim-
ilarities between written human experiences and
movie characters.

6.2 Future directions

We are excited about the diversity of research direc-
tions that this study can complement. One possible
area is social media analysis (Zirikly et al., 2019;
Amir et al., 2019; Hauser et al., 2019). Researchers
can make use of movie characters with known ex-
periences (e.g. mental health, personal circum-
stances or individual interests) to identify similar
experiences in social media when collecting large
amounts of text labelled with such experiences di-
rectly is difficult.

Another area would be personalizing dialogue
agents (Tigunova et al., 2020; Zhang et al., 2018).
In the context of limited personality-related train-
ing data, movie characters with personality that are
similar to a desired dialogue agent can be found.
Using this, a dialogue agent can be trained with
movie subtitle language data (involving the iden-
tified movie character). Thereby, the augmented
linguistic data enables the dialogue agent to have a
well-defined, distinct and consistent personality.

A final area that can benefit from this study is
media recommendations (Rafailidis et al., 2017).
Users might be suggested media content based on
the extent to which movie characters resonate with
their own/friends’ experiences. Additionally, with
social environments being formed in games (par-
ticularly social simulation games such as Animal
Crossing, The Sims and Pokemon) as well as in
virtual reality (Chu et al., 2020), participants can
even assume the identity of movie characters that
they are similar to, so as to have an interesting and
immersive experience.
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Reddit post My father passed away when I was 6 so I didn’t really remember much of him but the
fact that I didn’t recognize his picture saddens me.

Select and Refine

Siamese-BERT Sisko in Star Trek: Deep Space Nine (Past Tense) When he encountered an entry
about the historical figure, passed comment about how closely Sisko resembled a
picture of him (the picture, of course, being that of Sisko.)

CEM Roxas in Kingdom Hearts: Chain of Memories His memories are wiped by Ansem
the Wise and placed in a simulated world with a completely new identity

Baseline

Siamese-BERT Audrina, My Sweet Audrina by V.C Andrews is a girl living in the constant shadow
of her elder sister who had died nine years before she was born

CEM Macsen Wledig in The Mabinogion An amazing memory was an important necessity
to the job, but remembering many long stories was much more important than getting
one right after days of wandering around madly muttering

BERT Kira in Push is made to think that her entire relationship with Nick was a false
memory that she gave him and she’s been pushing his thoughts the entire time they
were together.

USE EyeRobot in Fallout: New Vegas can recognize your face and voice with advanced
facial and auditory recognition technology

BoW Magneto took Ron the Death Eater Up to Eleven to show him as he "truly" was in
Morrison’s eyes, and ended with him (intended as) Killed Off for Real

Table 6: Most similar character predicted by each model to a post from Reddit r/OffMyChest. Excerpts of Reddit
post mildly paraphrased to protect anonymity.

7 Conclusion

We introduce a pioneering study on identifying sim-
ilar movie characters through weakly supervised
learning. Based on this task, we introduce a novel
Select-and-Refine approach that allows us to match
characters belonging to a common theme, which
simultaneously optimize for efficiency and perfor-
mance. Using this trained model, we demonstrate
the potential applications of this study in identi-
fying movie characters that are similar to human
experiences as presented in Reddit posts, without
any fine-tuning. This represents an early step into
understanding the complexity and richness of our
human experience, which is not only interesting in
itself but can also complement research in social
media analysis, personalizing dialogue agents and
media recommendations/interactions.
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Reddit post My father passed away when I was 6 so I didn’t really remember much of him but the
fact that I didn’t recognize his picture saddens me.

Movie characters 1. Sisko in Star Trek: Deep Space Nine (Past Tense) When he encountered an entry
about the historical figure, passed comment about how closely Sisko resembled a
picture of him (the picture, of course, being that of Sisko.)
2. Arator the Redeemer in World of Warcraft As Arator never knew his father,
he asks several of the veteran members of Alliance Expedition about Turalyon for
information and leads on Turalyon’s current location. Several people then gave their
opinion on how great a guy Turalyon was, but sadly, he has been MIA for 15 years.
3. Kira in Push The reality of a photo taken at Coney Island is the key evidence that
causes her to realize that this was a fake memory.
4. Todd Aldridge in Mindwarp Todd shows up back in town; to him, there was a
bright light one night, and he returned several months later with no knowledge of the
intervening period.
5. Parker Girls in Stranger in Paradise However, when the operation collapsed
after the death of Darcy Parker many Parker Girls were trapped in their cover identities,
unable to extricate themselves from the lives they had established.

Reddit post The black ladies I work with make me feel the most loved I’ve felt in years. I’ve had a
horrible past 10 years. Childhood trauma and depression, addiction, abuse etc

Movie characters 1. Shinjiro Aragaki in Persona 3 First of all, he’s an orphan. During those two years,
he began taking drugs to help control his Persona. Said drugs are slowly killing him.
He has his own Social Link with the female protagonist where it becomes painfully
clear that he really is a nice guy, and he slowly falls in love with her.
2. Mami in Breath of Fire IV Country Mouse finds King in the Mountain God-
Emperor that The Empire (that aforementioned God-Emperor founded) is trying very,
very hard to kill. Country Mouse Mami nurses God-Emperor Fou-lu back to health.
Mami and Fou-lu end up falling in love.
3. Emi in Katawa Shoujo The loss of her legs was traumatic, but she learned to cope
with that well. The loss of her dad she did not cope with at all. Part of getting her
happy ending is to help her deal with her loss.
4. Harry in Harry Potter Harry reaches out, has friends, and even in the moments
when the school turns against him, he still has a full blown group of True Companions
to help him, thus making him well adjusted and pretty close to normal.
5. Commander Shepard in the Mass Effect series If the right dialogue is chosen,
s/he’s cynical and bitter with major emotional scars from his/her past experiences. It
becomes pretty clear how emotionally burned out s/he really is.

Table 7: Excepts from Posts from Reddit r/OffMyChest to five similar movie characters. Excerpts of Reddit posts
mildly paraphrased to protect anonymity.
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Abstract

Fully understanding narratives often requires
identifying events in the context of whole
documents and modeling the event relations.
However, document-level event extraction is a
challenging task as it requires the extraction
of event and entity coreference, and captur-
ing arguments that span across different sen-
tences. Existing works on event extraction
usually confine on extracting events from sin-
gle sentences, which fail to capture the rela-
tionships between the event mentions at the
scale of a document, as well as the event argu-
ments that appear in a different sentence than
the event trigger. In this paper, we propose
an end-to-end model leveraging Deep Value
Networks (DVN), a structured prediction al-
gorithm, to efficiently capture cross-event de-
pendencies for document-level event extrac-
tion. Experimental results show that our ap-
proach achieves comparable performance to
CRF-based models on ACE05, while enjoys
significantly higher computational efficiency.

1 Introduction

Narratives are account of a series of related events
or experiences (Urdang, 1968). Extracting events
in literature can help machines better understand
the underlying narratives. A robust event extraction
system is therefore crucial for fully understanding
narratives.

Event extraction aims to identify events composed
of a trigger of pre-defined types and the correspond-
ing arguments from plain text (Grishman et al.,
2005). To gain full information about the extracted
events, entity coreference and event coreference
are important, as demonstrated in Figure 1a. These
two tasks require document-level modeling. The
majority of the previous event extraction works fo-
cus on sentence level (Li and Ji, 2014; Huang et al.,
2020; Lin et al., 2020). Some later works leverage
document-level features, but still extract events at

Event Coreference
Entity

Coreference

Bob	was	shot	on	the	street.

He	reported	to	the	police	about	the	incident.

(a) Coreference Example.

DVN

Trigger	Classifier

Structured
Prediction

Local
Prediction

Blasphemy	is	punishable	by	death	under	the	...	Code.

SENTENCE DIE

SENTENCE EXECUTE

(b) Cross-event Dependencies Example.

Figure 1: (a) demonstrates why coreference resolution
is essential for event extraction. In the second sentence,
without entity coreference, an event extraction system
cannot identify which real-world entity does He refer
to. Similarly, incidence and shot will be incorrectly
linked to two different real-world events without event
coreference. (b) shows the importance of cross-event
dependencies. The local trigger classifier falsely clas-
sifies death as type DIE. Instead, it is an EXECUTE
event as a person’s life is taken away by an authority.
A structured prediction model that learns cross-event
interactions can potentially infer the correct event type
for death given the previous SENTENCE event is often
carried out by authorities.

the scope of sentence (Yang and Mitchell, 2016;
Zhao et al., 2018b; Wadden et al., 2019). More
recently, Du and Cardie (2020) and Du et al. (2020)
treat document-level event extraction as a template-
filling task. Li et al. (2020a) performs event men-
tion extraction and the two coreference tasks in-
dependently using a pipeline approach. However,
none of the previous works learn entity and event
coreference jointly with event mention extraction.
We hypothesize that joint learning event mention
extraction, event coreference, and entity corefer-
ence can result in richer representations and better
performance.
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Moreover, learning cross-event dependencies is cru-
cial for event extraction. Figure 1b shows a real
example from the ACE05 dataset on how learning
dependencies among event mentions can help cor-
rect errors made by local trigger classifiers. How-
ever, efficiency is a challenge when modeling such
dependencies at the scale of document. While some
works attempted to capture such dependencies with
conditional random field or other structured predic-
tion algorithms on hand-crafted features (Li et al.,
2013; Lin et al., 2020), these approaches subject to
scalablility issue and require certain level of human
efforts. In this work, we study end-to-end learning
methods of an efficient energy-based structured pre-
diction algorithm, Deep Value Networks (DVN),
for document-level event extraction.

The contribution of this work is two-fold. First, we
propose a document-level event extraction model,
DEED (Document-level Event Extraction with
DVN). DEED utilizes DVN for capturing cross-
event dependencies while simultaneously handling
event mention extraction, event coreference, and
entity coreference. Using gradient ascent to pro-
duce structured trigger prediction, DEED enjoys
a significant advantage on efficienty for capturing
inter-event dependencies. Second, to accommodate
evaluation at the document level, we propose two
evaluation metrics for document-level event extrac-
tion. Experimental results show that the proposed
approach achieve comparable performance with
much better training and inference efficiency than
strong baselines on the ACE05 dataset.

2 Related Works

In this section, we summarize existing works on
document-level information extraction and event
extraction, and the application of structured predic-
tion to event extraction tasks.

Document-level Information Extraction Infor-
mation extraction (IE) is mostly studied at the
scope of sentence by early works. (Ju et al., 2018;
Qin et al., 2018; Stanovsky et al., 2018). Recently,
there has been increasing interest in extracting in-
formation at the document-level. Jia et al. (2019)
proposed a multiscale mechanism that aggregates
mention-level representations into entity-level rep-
resentations for document-level N-ary relation ex-
traction. Jain et al. (2020) presented a dataset for
salient entity identification and document-level N-
ary relation extraction in scientific domain. Li et al.

(2020b) utilized a sequence labeling model with
feature extractors at different level for document-
level relation extraction in biomedical domain. Hu
et al. (2020) leveraged contextual information of
multi-token entities for document-level named en-
tity recognition. A few studies which tackled
document-level event extraction will be reviewed
in Section 2.

Document-level Event Extraction Similar to
other IE tasks, most event extraction methods make
predictions within sentences. Initial attempts on
event extraction relied on hand-crafted features and
a pipeline architecture (Ahn, 2006; Gupta and Ji,
2009; Li et al., 2013). Later studies gained sig-
nificant improvement from neural approaches, es-
pecially large pre-trained language models (Wad-
den et al., 2019; Nguyen et al., 2016; Liu et al.,
2018; Lin et al., 2020; Balali et al., 2020). Re-
cently, event extraction at the document level gains
more attention. Yang et al. (2018) proposed a two-
stage framework for Chinese financial event extrac-
tion: 1) sentence-level sequence tagging, and 2)
document-level key event detection and heuristic-
based argument completion. Zheng et al. (2019)
transforms tabular event data into entity-based di-
rected acyclic graphs to tackle the argument scat-
tering challenge. Du and Cardie (2020) employed
a mutli-granularity reader to aggregate representa-
tions from different levels of granularity. However,
none of these approaches handle entity coreference
and event coreference jointly. Our work focus on
extracting events at the scope of document, while
jointly resolving both event and entity coreference.

Structured Prediction on Event Extraction
Existing event extraction systems integrating struc-
tured prediction typically uses conditional random
fields (CRFs) to capture dependencies between pre-
dicted events (Xu et al., 2019; Wang et al., 2018).
However, CRF is only applicable to modeling lin-
ear dependencies, and has scalablility issue as the
computation cost at least grows quadratically in the
size of label. Another line of solutions incorporated
beam search with structured prediction algorithms.
Li et al. (2013) leveraged structured perceptron to
learn from hand-crafted global features. Lin et al.
(2020) adopted hand-crafted global features with a
global scoring function and uses beam search for in-
ference. While these structured prediction methods
can model beyond linear dependencies and alle-
viate the scalability issue, it requires pre-defined
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orders for running beam search. In contrast, our
method addresses the above two issues by adopting
an efficient stuctured prediction algorithm, Deep
Value Networks, which runs linear in the size of
label and does not require pre-defined order for
decoding.

3 Document-level Event Extraction

3.1 Task Definition

The input to the document-level event extraction
task is a document of tokens D = {d0, d1, ..., dm},
with spans S = {s0, s1, ...sn} generated by iterat-
ing k-grams in each sentence (Wadden et al., 2019).
Our model aims to jointly solve event mention ex-
traction, event coreference, and entity coreference.

Event Mention Extraction refers to the subtask
of 1) identifying event triggers in D by predicting
the event type for each token di. 2) Then, given
each trigger, corresponding arguments in S and
argument roles are extracted. This task is similar to
the sentence-level event extraction task addressed
by previous studies (Wadden et al., 2019; Lin et al.,
2020). The difference is that we require extract-
ing full spans of all name, nominal, and pronoun
arguments, while these works focus on extracting
head spans of name arguments. Entity Corefer-
ence aims to find which entity mentions refer to
the same entity. Our model predicts the most likely
antecedent span sj for each span si. Event Coref-
erence is to recognize event mentions that are co-
referent to each other. Similar to entity coreference,
we predict the most likely antecedent trigger dj
for each predicted trigger di. Entity Extraction is
performed as an auxiliary subtask for richer repre-
sentations. Each entity mention corresponds to a
span si in S.

3.2 Task Evaluation

Evaluation metrics used by previous sentence-
level event extraction studies (Wadden et al., 2019;
Zheng et al., 2019; Lin et al., 2020) are not suit-
able for our task as event coreference and entity
coreference are not considered. Du and Cardie
(2020) evaluates entity coreference using bipartite
matching. However, it does not consider event
coreference and less informative arguments (nomi-
nal and pronoun). As a solution, we propose two
metrics: DOCTRIGGER and DOCARGUMENT, to
properly evaluate event extraction at the document
level. The purpose is to conduct evaluation on

Cross	Entropy

DVN Oracle

e1 e2 e3 ... em y1 y2 y3 ... ym
y*1 y*2 y*3 ... y*m

swap	noise

local	trigger	predictions
gold	trigger	labelstoken	embeddings

y1 ym y2 ... y3

v v*

Figure 2: Use swap noise to enable DVN to continue
learning from the oracle value function even when the
local trigger classifier overfits on the training set.

event coreference clusters and argument corefer-
ence clusters. DOCTRIGGER considers trigger
span, event type, and event coreference. Triggers
in the same event coreference chain are clustered
together. The metric first aligns gold and predicted
trigger clusters, and computes a matching score
between each gold-predicted trigger cluster pair. A
predicted trigger cluster gets full score if all the
associated triggers are correctly identified. To en-
force the constraint that one gold trigger cluster
can only be mapped to at most one predicted trig-
ger cluster, Kuhn–Munkres algorithm (Kuhn, 1955)
is adopted. DOCARGUMENT considers argument
span, argument role, and entity coreference. We de-
fine an argument cluster as an argument with its co-
referent entity mentions. Similar to DOCTRIGGER,
DOCARGUMENT uses Kuhn–Munkres algorithm
to align gold and predicted argument clusters, and
compute a matching score between each argument
cluster pair. An event extraction system should
get full credits in DOCARGUMENT as long as it
identifies the most informative co-referent entity
mentions and does not predict false positive co-
referent entity mentions.1 Details of the evaluation
metric are included in Appendix C.

4 Proposed Approach

We develop a base model that makes independent
predictions for each subtask under a multi-task IE
framework. The proposed end-to-end framework,
DEED, then incorporates DVN into the base model
to efficiently capture cross-event dependencies.

4.1 Base Model

Our BASE model is built on a span-based IE frame-
work, DYGIE++ (Wadden et al., 2019). DYGIE++
learns entity classification, entity corefernce, and
event extraction jointly. The base model extends

1We set the weights for name, nominal, and pronoun to be
1, 0.5, and 0.25, inspired by Chen and Ng (2013).
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the entity coreference module of DYGIE++ to han-
dle event coreference.

Encoding Ideally, we want to encode all tokens
in a document D = {d1, d2, ..., dm} with embed-
dings that covers the context of the entire docu-
ment. However, due to hardware limitation for
long documents, each document is split into multi-
sentences. Each multi-sentence corresponds to a
chunk of consecutive sentences. We obtain rich
contextualized embeddings for each multi-sentence
of tokens e = {e1, e2, ..., en} using BERT-BASE

(Devlin et al., 2019).

Span Enumeration Conventional event extrac-
tion systems use BIO tag scheme to identify the
starting and ending position of each trigger and
entity. Nevertheless, this method fails to handle
nested entities. As a solution, we enumerate all
possible spans to generate event mention and en-
tity mention candidates from uni-gram to k-gram.2

Each span si is represented by corresponding head
token eh, tail token et and the distance embed-
dings ch,t, denoted as xi = [eh, et, ch,t], follow-
ing Wadden et al. (2019).

Classification We use task-specific feed-forward
networks (FFN) to compute the label probabili-
ties. Trigger extraction is performed on each to-
ken ytrigi = FFNtrig(ei), while entity extraction
is done on each span yenti = FFNent(xi). For ar-
gument extraction, event coreference, and entity
coreference, we score each pair of candidate spans
yt
k = FFNt([xi,xj ]), where t refers to a specific

task. Cross-entropy loss is used to learn trigger
extraction, argument extraction as follows

Lt = 1

N t

Nt∑

i=1

yt∗
i log yti ,

, where yt∗ denotes the ground truth labels, N t

denotes the number of instances, and t denotes
different tasks.

For entity coreference and event coreference, BASE

optimizes marginal log-likelihood for all correct
coreferent spans given candidate spans.

Lt = log

N∏

i=1

∑

j ∈ COREF(i)

yt(i,j),

2k is empirically determined to be 12.

where COREF(i) denotes the gold set of spans
coreferent with candidate span i, and t denotes
different tasks. The total loss function for BASE is
the weighted sum of all tasks:

LBASE =
∑

t

βtLt,

βt is the loss weight for task t.

4.2 Cross-event Dependencies

A main issue for document-level event extraction
is the increased complexity for capturing event de-
pendencies. Due to larger number of events at the
scope of document, efficiency is a key challenge to
modeling inter-event interactions. We incorporate
DVN (Gygli et al., 2017) into BASE to solve this
issue given its advantage in computation efficiency.

Deep Value Networks DVN is an energy-based
structured prediction architecture v(x,y; θ) param-
eterized over θ that learns to evaluate the compat-
ibility between a structured prediction y and an
input x. The objective of v(x,y; θ) is to approx-
imate an oracle value function v∗(y,y∗), a func-
tion which measures the quality of the output y
in comparison to the groundtruth y∗, s.t.∀y ∈
Y, v(x,y; θ) ≈ v∗(y,y∗). The final evaluation
metrics are usually used as the oracle value func-
tion v∗(y,y∗). For simplicity, we drop the param-
eter notion θ , and use v(x,y) to denote DVN
instead.

The inference aims to find ŷ = argmaxyv(x,y)
for every pair of input and output. A local optimum
of v(x,y) can be efficiently found by performing
gradient ascent that runs linear in the size of label.
Given DVN’s higher scalability compared with
other structured prediction algorithms, we leverage
DVN to capture cross-event dependencies.

Deep Value Networks Integration Local trig-
ger classifier predicts the event type scores for each
token independently. DVN takes in predictions
from local trigger classifiers ytrig and embeddings
of all tokens e as inputs. Structured outputs ŷtrig

should correct errors made by the local trigger clas-
sifier due to uncaptured cross-event dependencies.
ŷtrig is obtained by performing h-iteration updates
on local trigger predictions ytrig using gradient
ascent,3

3We set h=20 for best empirical performance.
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yt+1 = PY(yt + α
d

dy
v(e,yt))

ŷtrig = yh, (1)

where y1 = ytrig, α denotes the inference learn-
ing rate, and PY denotes a function that clamps
inputs into the range (0, 1). The most likely
event type for token i is determined by comput-
ing argmax(ŷtrigi ).

End-to-end DVN Learning We train DEED in
an end-to-end fashion by directly feeding the lo-
cal trigger predictions to both DVN and the oracle
value function. The trigger classification F1 metric
adopted by previous works (Wadden et al., 2019;
Lin et al., 2020) is used as the oracle value func-
tion v∗(ytrig,ytrig∗). To accommodate continuous
outputs, v∗(ytrig,ytrig∗) needs to be relaxed. We
relaxed the output label for each token from [0, 1]
to (0, 1). Union and intersection set operations for
computing the F1 scores are replaced with element-
wise minimum and maximum operations, respec-
tively. The relaxed oracle value function is denoted
as v∗(ytrig,y∗trig). The loss function for the trigger
DVN is the following:

LDVN =
∑

ytrig

−v∗(ytrig,ytrig∗) log v(e,ytrig)

− (1− v∗(ytrig,ytrig∗)) log(1− v(e,ytrig)).
(2)

The total loss function for training DEED end-to-
end is the summation of BASE loss and DVN loss,

LDEED = LBASE + LDVN.

Noise Injection However, in this training setup,
DVN observes a large portion of high scoring ex-
amples at the later stage of training process when
the local trigger classifier starts to overfit on the
training examples. A naive solution is feeding ran-
dom noise to train DVN in addition to the outputs
of local trigger classifier. Yet, the distribution of
these noise are largely distinct from the output of
trigger classifier, and therefore easily distinguish-
able by DVN. Thus, we incorporate swap noise
into the local trigger predictions, where s% of the
local trigger outputs ytrig are swapped, as depicted

in Figure 2.4 This way, noisy local trigger predic-
tions have similar distributions to the original trig-
ger predictions. We also hypothesize that higher-
confident predictions are often easier to identify,
and swapping higher-confident trigger predictions
may not help DVN learn. We experimented swap-
ping only the lower-confident trigger predictions.

5 Experiments

5.1 Experimental Setup

Our models are evaluated on the ACE05 dataset,
containing event, relation, entity, and coreference
annotations. Experiments are conducted at the doc-
ument level instead of sentence level as previous
works (Wadden et al., 2019; Lin et al., 2020).

5.2 Baselines and Model Variations

We compare DEED with three baselines: (1) BASE,
the base model described in Section 4.1; (2) BCRF

extends BASE by adding a CRF layer on top of
the trigger classifier; (3) OneIE+ is a pipeline com-
posed of the joint model presented in Lin et al.
(2020) and coreference modules adapted from
BASE. Lin et al. (2020) is the state-of-the-art
sentence-level event extraction model that utilizes
beam search and CRF with global features to model
cross sub-task dependencies. For fair comparison,
all models are re-trained using BERT-BASE (Devlin
et al., 2019) as the encoder.

In addition to the original DEED model, we con-
sider three variations of it, as discussed in Sec-
tion 4.2. DEED w/RN incorporates random noise
while learning DVN, whereas DEED w/SN inte-
grates swap noise. DEED w/SNLC is an extension
of DEED w/SN, where swap noise is only applied
to lower-confident trigger predictions.

5.3 Overall Results

The overall results are summarized in Table 1. To
measure the overall performance, a combined score
(Comb.) is computed by multiplying DOCTRIG-
GER F1 and DOCARGUMENT F1. DEED and
BCRF achieve huge improvement on all metrics
over BASE, suggesting the importance of cross-
event dependency modeling for our task. Adding
random noise or swap noise to train DVN both
improve upon the vanilla training method. OneIE+

achieves the best DOCARGUMENT performance,

4s is empirically set to 20
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DOCTRIGGER DOCARGUMENT

Model Prec. Rec. F1 Prec. Rec. F1 Comb.

BASE 71.25 60.94 65.69 43.75 48.65 46.07 17.13
BCRF 71.87 65.18 68.36 49.84 52.16 50.97 34.84
OneIE+ 71.96 62.04 66.63 49.64 56.58 52.88 35.23

DEED 70.97 62.90 66.70 46.13 51.34 48.60 32.42
w/ RN 71.69 65.76 68.59 48.52 52.53 50.44 34.60
w/ SN 70.87 64.02 67.28 43.76 55.15 48.80 32.83
w/ SNLC 73.89 64.98 69.14 48.00 55.27 51.38 35.52

Table 1: Experimental results on ACE05 using document-level evaluation metrics. RN: random noise; SN: swap
noise; SNLC: swap noise applying to lower-confident predicted triggers.

Model Trig-I Trig-C Arg-I Arg-C Evt-Co Ent-Co

BCRF 73.92 70.57 51.77 48.31 54.02 74.23
BASE 71.97 68.17 47.95 44.57 43.95 71.88
OneIE+ 73.91 71.01 57.19 53.89 42.75 77.00

DEED 73.68 69.62 52.35 48.24 53.85 75.77
w/ RN 72.33 68.20 51.33 48.66 49.86 74.39
w/ SN 74.19 69.54 51.27 48.10 48.94 75.60
w/ SNLC 75.06 71.73 55.12 52.09 50.11 76.98

Table 2: A breakdown of evaluation for each component in F1 evaluated on ACE05. Trig: trigger; Arg: argument;I:
identification; C: classification; Evt-Co: event coreference; Ent-Co: entity coreferecne.

Model Training (sec/ multi-sent) Inference (sec/ doc)

BASE 0.52 1.50
BCRF 2.55 9.10
OneIE+ 1.21 15.89

DEED 0.71 1.52

Table 3: Comparison of training and inference time,
evaluated on the training set and the dev set.

while DEED w/SNLC achieves the highest DOC-
TRIGGER score and combined score.

6 Analysis

6.1 Performance of Each Component
To understand the capabilities of each module, we
show an evaluation breakdown on each component
following previous works (Wadden et al., 2019;
Lin et al., 2020) in Table 2.5 Both BCRF and
DEED obtain significant performance gain over
BASE across all tasks. In terms of trigger-related
tasks, Trig-I and Trig-C, DEED w/SNLC achieves
the highest scores. Yet, BCRF performs the best
on Evt-Co. This explains the close performance
of DEED w/SNLC and BCRF on DOCTRIGGER,

5These studies focus on extracting head span of name
argument, while we extract full span of all types of arguments.

as shown in Table 1. In terms of argument-related
tasks, OneIE+ achieves the best performance on
Arg-I and Arg-C. This suggests that cross-subtask
modeling can be important to improve argument
extraction. Arg-I and Arg-C are much lower than
the reported scores by previous studies (Wadden
et al., 2019; Lin et al., 2020). This suggests the
difficulty of extracting full span of pronoun and
nominal arguments.

6.2 Computation Time

Table 3 describes the computation time of different
models. DEED only requires slightly more compu-
tation time in both training and inference time than
BASE. By contrast, compared to BCRF, DEED
is ∼3.5x faster in training time and ∼6x faster in
inference time. This demonstrates the efficiency
of our approach given the little increase in com-
putation time and the significant performance gain
comparable to BCRF detailed in Tables 1 and 2.
We also added experiments with OneIE+ as a ref-
erence, but the comparison focuses on end-to-end
frameworks.
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Training Method Loss (Cross Entropy)

Original 0.3613
RN 0.7451
SN 0.2393
SNLC 0.2298

Table 4: The average DVN loss of different DEED
training methods on the test set. The lower the loss,
the closer between DVN and the oracle value function.

6.3 Value Function Approximation
To show that the performance gain of DEED is
resulted from improved capabilities of DVN in
judging the structure of predicted triggers, we in-
vestigate how close DVN approximates the oracle
value function under different training settings. We
use cross entropy loss as the distance function be-
tween the output of DVN and and output of the
oracle value function on the test set. The lower
the loss is, the closer between the output of DVN
and the output of the oracle value function. Ta-
ble 4 shows the approximation results. The SNLC
variation (swap noise applying to lower-confident
predicted triggers) yields the lowest loss comparing
to the base model and other variations. Along with
the results shown in Table 2, we show that lower
DVN loss results in better trigger scores. This
demonstrates that integrating noise into DVN train-
ing procedure is effective in learning better DVN
and obtaining better overall performance.

6.4 Error Analysis
We manually compared gold and predicted labels of
event mentions on the ACE05 test set and analyzed
the mistakes made by our model. These errors are
categorized as demonstrated in Figure 3.

Annotation Ambiguity

35.65%
Cross-Event Dependencies

3.48%

Conceptual Events
34.78%

Weak Textual Evidence

26.09%

Figure 3: Distribution of errors made by DVN on the
ACE05 test set.

Annotation ambiguity A significant portion of
the false positive errors are caused by the ambiguity
of the task. Such ambiguity can result in disagree-
ment between human annotators. For example,

Lebanese Prime Minister Rafiq Hariri submit-
ted his resignation Tuesday and it was accepted

by President Emile Lahoud.

In the sentence above, the trigger label for token
resignation should be END-POSITION, according
to the annotation guideline. Yet, it is not annotated
as a trigger in gold annotation. In other cases, two
sentences with similar structures contain inconsis-
tent gold annotation, such as:

Separately, former WorldCom CEO Bernard
Ebbers failed on April 29 to make a first repay-
ment of 25 million dollars ...

Former senior banker Callum McCarthy be-
gins what is one of the most important jobs in
London ’s financial world in September

The two examples above share similar context.
However, the former in the first sentence is not
involved with any event, whereas the former in the
second sentence is annotated as an END-POSITION

typed trigger.

Conceptual Events Another common source of
false positive errors is extracting “conceptual"
events, which did not happen or may happen in
the future. For instance,

... former WorldCom CEO Bernard Ebbers
failed on April 29 to make a first repayment of 25
million dollars ...

Our model predicts the word repayment as an
TRANSFER-MONEY, which is true if it indeed hap-
pened, except it failed, as indicated in the beginning
of the sentence. To handle this type of error, models
need to be aware of the tense and whether there is
a negative sentiment associated with the predicted
events.

Weak Textual Evidence Our model commonly
made false negative errors in cases where the tex-
tual information is vague.

But both men observed an uneasy truce over
US concerns about Russian aid to the nuclear
program of Iran ...

In the above sentence, DVN fails to identify the
token aid as a trigger of type TRANSFER-MONEY.
In fact, it is hard to determine whether the aid is
monetary or military given the context of the whole
document. In this case, models have to be aware of
information from other sources, such as knowledge
bases or other news articles.

Cross-event Dependencies Although our model
is able to correct many mistakes made by BASE that
requires modeling of cross-event dependencies, as
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Within sentence Cross sentence

BASE
Correct 161 126

Incorrect 71 45

DEED Correct 166 136

Incorrect 66 35

Table 5: Trigger predictions comparison between
BASE and DEED. Cross sentence refers to triggers with
co-referent triggers that lie in different sentences.

demonstrated in Table 5, there are still a few cases
where our model fails.

... after the city ’s bishop committed sui-
cide over the 1985 blasphemy law . Faisalabad
’s Catholic Bishop John Joseph , who had been
campaigning against the law , shot himself in the
head outside a court in Sahiwal district when the
judge ... himself in the head outside a court

In the above example, DVN correctly predict sui-
cide as a DIE typed trigger, but falsely predict shot
as type ATTACK instead of type DIE. If our model
could capture the interactions between suicide and
shot, it would be able to process this situation.
There is still room to improve in cross-event depen-
dency modeling.

7 Conclusion

In this paper, we investigate document-level event
extraction that requires joint modeling of event
and entity coreference. We propose a document-
level event extraction framework, DEED, which
uses DVN to capture cross-event dependencies,
and explore different end-to-end learning methods
of DVN. Experimental results show that DEED
achieves comparable performance to competitive
baseline models, while DEED is much favorable in
terms of computation efficiency. We also found that
incorporating noise into end-to-end DVN training
procedure can result in higher DVN quality and
better overall performance.

8 Ethics

Biases have been studied in many information ex-
traction tasks, such as relation extraction (Gaut
et al., 2020), named entity recognition (Mehrabi
et al., 2020), and coreference resolution (Zhao et al.,
2018a). Nevertheless, not many works investi-
gate biases in event extraction tasks, particularly
ACE05.

We analyze the portion of male pronouns (he, him,
and his) and female pronouns (she and her) in the

ACE05 dataset. In total, there are 2780 male pro-
nouns, while only 970 female pronouns appear in
the corpus. We would expect the trained model to
perform better when extracting events where male
arguments are involved, and make more mistakes
for event involving female arguments due to the
significant imbalance between male and female en-
tity annotation. After analyzing the performance
of DEED w/ SNLC on the test set, we found that
it scores 54.90 and 73.80 on Arg-C F1 for male
and female pronoun arguments, respectively. Sur-
prisingly, our model is better at identifying female
pronoun arguments than male pronoun arguments.

While our proposed framework may not subject to
gender biases in ACE05, whether such issue can
occur when our model is deployed for public use
is unknown. Rigorous studies on out-of-domain
corpus is needed to answer this question.
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A Data Statistics

The statistics of ACE05 are shown in Table 6.We
observe that the event coreference annotation is
very sparse.

Split Docs Events Entities Ent-C Evt-C

Train 529 4202 47569 6814 482
Dev 28 450 3423 553 45
Test 40 403 3673 577 58

Table 6: Data statistics of ACE05. Ent-C and Evt-C
denote the number of entity and event coreference clus-
ters, respectively.

B Implementation Details

We adopted part of the pre-processing pipelines
from Wadden et al. (2019) for data cleaning and
dataset splitting.

BASE, BCRF, and DVN are optimized with
BERTADAM for 250 epochs with batch size of 16.
BERT-BASE is fine-tuned with learning rate of 1e-
4 and no decay, while the other components are
trained with learning rate of 1e-3 and weight decay
of 1e-2. Training is stopped if the dev set Arg-
C F1 score does not improve for 15 consecutive
epochs. OneIE+ is trained with the default parame-
ters described in Lin et al. (2020). All experiments
are conducted on a 12-CPU machine running Cen-
tOS Linux 7 (Core) and NVIDIA RTX 2080 with
CUDA 10.1.

C Document-level Evaluation Metrics

D Development Set Performance

Algorithm 1 Document-level Trigger Evaluation
Metric

1: function DOCTRIGGER(gold events G, pre-
dicted events P )

2: Let match = false-alarm = miss = hit = 0
3: Let M be a trigger matching matrix.
4: for g in G.triggers do
5: for p in P .triggers do
6: if ! SAMEEVENTTYPE(g, p) then
7: match = 0
8: else
9: match = Trig-I(p, g)

10: end if
11: M [g.idx, p.idx] = match
12: end for
13: end for
14: assignments = KUHN-MUNKRES(M )
15: for i, j in assignments do
16: if G.triggers[i] is null then
17: false-alarm += 1
18: else if P .triggers[j] is null then
19: miss += 1
20: else
21: match += M [i][j]
22: hit += 1
23: end if
24: end for
25: return (match, false-alarm, miss, hit)
26: end function
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Model Trig-I Trig-C Arg-I Arg-C Evt-Co Ent-Co

BASE 74.63 70.49 56.82 52.41 30.64 67.31
BCRF 76.53 72.89 59.62 54.47 33.16 68.72
OneIE+ 76.78 73.56 63.12 59.32 35.81 70.78

DEED 77.11 72.31 62.42 55.80 31.90 69.57
w/ RN 75.74 70.94 61.45 55.18 34.88 68.56
w/ SN 77.81 74.53 61.90 55.52 38.55 69.48
w/ SNLC 76.76 72.13 62.78 57.45 31.32 70.78

Table 7: A breakdown of evaluation on the dev set for each model. The corresponding test set performance is
shown in Table 2.

Algorithm 2 Document-level Argument Evalua-
tion Metric

1: function DOCARGUMENT(gold eventsG, pre-
dicted events P )

2: Let match = false-alarm = miss = hit = 0
3: Let M be an argument matching matrix.
4: for g in G.arguments do
5: for p in P .arguments do
6: M [i, j] = ARGMATCH(g, p)
7: end for
8: end for
9: assignments = KUHN-MUNKRES(M )

10: for i, j in assignments do
11: if G.arguments[i] is null then
12: false-alarm += 1
13: else if P .arguments[j] is null then
14: miss += 1
15: else
16: match += M [i][j]
17: hit += 1
18: end if
19: end for
20: return (match, false-alarm, miss, hit)
21: end function

Algorithm 3 Argument match called by Algo-
rithm 2

1: function ARGMATCH(gold argument cluster
g, predicted argument cluster p)

2: if not SAMEROLE(g, p) or not
3: not SAMEEVENTTYPE(g, p) then
4: return 0
5: end if
6: BMA = BESTMATCHEDARGUMENT(p,g)
7: w = GETWEIGHT(BMA) . The weights

for name, nominal, pronoun are 1, 0.5, 0.25.
8: false-alarm = |p− g| . Set operation
9: return w × (1− false-alarm

|p| )
10: end function
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Abstract

Using topic modeling and lexicon-based word
similarity, we find that stories generated by
GPT-3 exhibit many known gender stereo-
types. Generated stories depict different top-
ics and descriptions depending on GPT-3’s per-
ceived gender of the character in a prompt,
with feminine characters1 more likely to be as-
sociated with family and appearance, and de-
scribed as less powerful than masculine char-
acters, even when associated with high power
verbs in a prompt. Our study raises questions
on how one can avoid unintended social biases
when using large language models for story-
telling.

1 Introduction

Advances in large language models have allowed
new possibilities for their use in storytelling, such
as machine-in-the-loop creative writing (Clark
et al., 2018; Kreminski et al., 2020; Akoury et al.,
2020) and narrative generation for games (Raley
and Hua, 2020). However, fictional stories can re-
inforce real stereotypes, and artificially generated
stories are no exception. Language models mimic
patterns in their training data, parroting or even
amplifying social biases (Bender et al., 2021).

An ongoing line of research examines the nature
and effects of these biases in natural language gen-
eration (Sheng et al., 2020; Wallace et al., 2019;
Shwartz et al., 2020). Language models gener-
ate different occupations and levels of respect for
different genders, races, and sexual orientations
(Sheng et al., 2019; Kirk et al., 2021). Abid et al.
(2021) showed that GPT-3’s association of Mus-
lims and violence can be difficult to diminish, even
when prompts include anti-stereotype content.

Our work focuses on representational harms in
generated narratives, especially the reproduction

1We use “feminine character" to refer to characters with
feminine pronouns, honorifics, or names, and ditto for “mas-
culine character". See §3.1 for details.

Douloti understood some and didn’t understand some. But
he didn’t care to understand. It was enough for him to know
the facts of the situation and why his mother had left ...
Douloti understood some and didn’t understand some. But
more, she could tell that Nenn had sympathy for one who
had given up life. Sister Nenn went on with her mending ...

Figure 1: GPT-3 can assign different gender pronouns
to a character across different generations, as shown
in this example using a prompt, in bold, pulled from
Mahasweta Devi’s Imaginary Maps.

of gender stereotypes found in film, television, and
books. We use GPT-3, a large language model
that has been released as a commercial product and
thus has potential for wide use in narrative gener-
ation tasks (Brown et al., 2020; Brockman et al.,
2020; Scott, 2020; Elkins and Chun, 2020; Bran-
wen, 2020). Our experiments compare GPT-3’s
stories with literature as a form of domain con-
trol, using generated stories and book excerpts that
begin with the same sentence.

We examine the topic distributions of books
and GPT-3 stories, as well as the amount of at-
tention given to characters’ appearances, intellect,
and power. We find that GPT-3’s stories tend to
include more masculine characters than feminine
ones (mirroring a similar tendency in books), and
identical prompts can lead to topics and descrip-
tions that follow social stereotypes, depending on
the prompt character’s gender. Stereotype-related
topics in prompts tend to persist further in a story
if the character’s gender aligns with the stereotype.
Finally, using prompts containing different verbs,
we are able to steer GPT-3 towards more intel-
lectual, but not more powerful, characters. Code
and materials to support this work can be found at
https://github.com/lucy3/gpt3_gender.

2 Data

Our prompts are single sentences containing main
characters sampled from 402 English contempo-
rary fiction books, which includes texts from the
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Black Book Interactive Project, global Anglophone
fiction, Pulitzer Prize winners, and bestsellers re-
ported by Publisher’s Weekly and the New York
Times. We use BookNLP to find main characters
and sentences containing them (Bamman et al.,
2014). We define a main character as someone who
is within their book’s top 2% most frequent charac-
ters and mentioned at least 50 times. Every prompt
is longer than 3 tokens, does not contain feminine
or masculine pronouns, is from the main narrative
and not dialogue, and contains only one single-
token character name. This results in 2154 charac-
ters, with 10 randomly selected prompts each.

We use the GPT-3 API to obtain 5 text com-
pletions per prompt, with the davinci model, a
temperature of 0.9, and a limit of 1800 tokens. A
high temperature is often recommended to yield
more “creative" responses (Alexeev, 2020; Bran-
wen, 2020). We also pull excerpts that begin with
each prompt from the original books, where each
excerpt length is the average length of stories gen-
erated by that prompt. This human-authored text
provides a control that contains the same main char-
acter names and initial content as GPT-3 data. The
collection of generated stories contains over 161
million tokens, and the set of book excerpts con-
tains over 32 million tokens.

3 Text processing methods

We use BookNLP’s tokenizer and dependency
parser on our data (Underwood et al., 2018; Bam-
man et al., 2014), followed by coreference reso-
lution on named entities using the model anno-
tated and trained on literature by Bamman et al.
(2020). Pronoun chains containing the same char-
acter name within the same story are combined.

3.1 Gender inference

Depending on the context, gender may refer to a
person’s self-determined identity, how they express
their identity, how they are perceived, and others’
social expectations of them (Cao and Daumé III,
2020; Ackerman, 2019). Gender inference raises
many ethical considerations and carries a risk of
harmful misgendering, so it is best to have individ-
uals self-report their gender (Larson, 2017). How-
ever, fictional characters typically do not state their
genders in machine-generated text, and GPT-3 may
gender a character differently from the original
book. Our study focuses on how GPT-3 may per-
ceive a character’s gender based on textual features.

Thus, we infer conceptual gender, or gender used
by a perceiver, which may differ from the gender
experienced internally by an individual being per-
ceived (Ackerman, 2019).

First, we use a character’s pronouns (he/him/his,
she/her/hers, their/theirs) as a rough heuristic for
gender. For book character gender, we aggregate
pronouns for characters across all excerpts, while
for generated text, we assign gender on a per-story
basis. Since coreference resolution can be noisy,
we label a character as feminine if at least 75%
of their pronouns are she/her, and a character as
masculine if at least 75% of their pronouns are
he/his. The use of pronouns as the primary gen-
dering step labels the majority of main characters
(Figure 2). This approach has several limitations.
Gender and pronoun use can be fluid, but we do
not determine which cases of mixed-gender pro-
nouns are gender fluidity rather than coreference
error. Coreference models are also susceptible to
gender biases (Rudinger et al., 2018), and they are
not inclusive of nonbinary genders and pronouns
(Cao and Daumé III, 2020).

Out of 734,560 characters, 48.3% have no pro-
nouns. For these characters, we perform a second
step of estimating expected conceptual gender by
name, first using a list of gendered honorifics if
they appear.2 Then, if a name has no pronouns or
honorifics, we use U.S. birth names from 1990 to
2019 (Social Security Administration, 2020), la-
beling a name as a gender if at least 90% of birth
names have that gender. This step also has limita-
tions. The gender categories of names are not ex-
act, and the association between a name and gender
can change over time (Blevins and Mullen, 2015).
Some cultures do not commonly gender names,
and U.S. name lists do not always generalize to
names from other countries. Still, humans and
NLP models associate many names with gender
and consequently, with gender stereotypes (Bjork-
man, 2017; Caliskan et al., 2017; Nosek et al., 2002;
Moss-Racusin et al., 2012). We assume that GPT-3
also draws on social connotations when generating
and processing names. We hope that future work
can further improve the respectful measurement of
gender in fiction.

All book excerpts and generated stories are more
likely to have masculine characters, and in ones
with feminine main characters in the prompt, there
is a slightly smaller gap between feminine and mas-

2The full of list of honorifics is in our Github repo.
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Figure 2: Frequency of masculine (M), feminine (F),
and other (O) main prompt characters in our datasets.
Bars are colored by gendering method.

culine characters (Figure 3). This pattern persists
even when only looking at pronoun-gendered char-
acters, who are referred to multiple times and are
likely to play larger roles. Our results echo previous
work that show that English literature pays more
attention to men in text (Underwood et al., 2018;
Kraicer and Piper, 2018; Johns and Dye, 2019).

3.2 Matched stories

Prompts containing main characters of different
genders may also contain different content, which
can introduce confounding factors when isolating
the effect of perceived gender on generated sto-
ries. We also run all our experiments on a subset
of 7334 paired GPT-3 stories. Every prompt does
not contain gendered pronouns and is used to gen-
erate multiple stories. GPT-3 may assign different
gender pronouns to the main character in the same
prompt across different stories (Table 1). We find
cases where this occurs, randomly pairing stories
with the same prompt, where one has the main
character associated with feminine pronouns and
another has them associated with masculine pro-
nouns. In this setup, we exclude stories where the
main character in the prompt is gendered by name.

4 Topic differences

Given this dataset of book excerpts and stories gen-
erated by GPT-3, we carry out several analyses
to understand the representation of gender within
them. We focus on overall content differences be-
tween stories containing prompt characters of dif-
ferent genders in this current section, and lexicon-
based stereotypes in §5.

4.1 Method

Topic modeling is a common unsupervised method
for uncovering coherent collections of words across

Figure 3: On average, there are more masculine charac-
ters in each GPT-3 story or book excerpt. Each column
is the gender of the prompt character, and the bars are
colored by gendering method. Error bars are 95% con-
fidence intervals.

narratives (Boyd-Graber et al., 2017; Goldstone
and Underwood, 2014). We train latent Dirich-
let allocation (LDA) on unigrams and bigrams
from book excerpts and generated stories using
MALLET, with 50 topics and default parame-
ters. We remove character names from the text
during training. For each topic t, we calculate
∆T (t) = P (t|F )−P (t|M), where P (t|M) is the
average probability of a topic occurring in stories
with masculine main characters, and P (t|F ) is the
analogous value for feminine main characters.

4.2 Results
Table 1 shows that generated stories place mascu-
line and feminine characters in different topics, and
in the subset of matched GPT-3 stories, these dif-
ferences still persist (Pearson r = 0.91, p < 0.001).
Feminine characters are more likely to be discussed
in topics related to family, emotions, and body
parts, while masculine ones are more aligned to
politics, war, sports, and crime. The differences in
generated stories follow those seen in books (Pear-
son r = 0.84, p < 0.001). Prompts with the same
content can still lead to different narratives that
are tied to character gender, suggesting that GPT-3
has internally linked stereotypical contexts to gen-
der. In previous work, GPT-3’s predecessor GPT-2
also places women in caregiving roles (Kirk et al.,
2021), and character tropes for women emphasize
maternalism and appearance (Gala et al., 2020).

We also use our trained LDA model to infer topic
probabilities for each prompt, and examine prompts
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topic high probability words all
GPT-3

matched
GPT-3

life really, time, want, going, sure, lot,
feel, little, life, things

0.018 0.010

family baby, little, sister, child, girl, want,
children, father, mom, mama

0.014 0.007

appearance woman, girl, black, hair, white,
women, looked, look, face, eyes

0.007 0.006

politics people, country, government, presi-
dent, war, american, world, chinese,
political, united states

-0.008 -0.003

war men, war, soldiers, soldier, general,
enemy, camp, fight, battle, fighting

-0.008 -0.006

machines plane, time, air, ship, machine, pilot,
space, computer, screen, control

-0.008 -0.004

Table 1: Feminine and masculine main characters are
associated with different topics, even in the matched
prompt setup. These topics have the biggest ∆T in all
GPT-3 stories, and these differences are statistically sig-
nificant (t-test with Bonferroni correction, p < 0.05).

Figure 4: Prompt character gender is related the prob-
ability of a generated story continuing the family and
politics topics. Each dot is a GPT-3 story, and the larger
dots are means with 95% confidence intervals.

with a high (> 0.15) probability of a topic with gen-
der bias, such as politics or family. We chose this
threshold using manual inspection, and prompts
that meet this threshold tended to have at least one
topic-related word in them. When prompts con-
tain the family topic, the resulting story tends to
continue or amplify that topic more so if the main
character is feminine (Figure 4). The reverse occurs
when prompts have a high probability of politics:
the resulting story is more likely to continue the
topic if the main character is masculine. So, even
if characters are in a prompt with anti-stereotypical
content, it is still challenging to generate stories
with topic probabilities at similar levels as a char-
acter with the stereotype-aligned gender.

5 Lexicon-based stereotypes

Now, we measure how much descriptions of charac-
ters correspond to a few established gender stereo-
types. Men are often portrayed as strong, intelli-

gent, and natural leaders (Smith et al., 2012; Sap
et al., 2017; Fast et al., 2016b; Gala et al., 2020).
Popular culture has increased its attention towards
women in science, politics, academia, and law
(Long et al., 2010; Inness, 2008; Flicker, 2003).
Even so, depictions of women still foreground their
physical appearances (Hoyle et al., 2019), and por-
tray them as weak and less powerful (Fast et al.,
2016b; Sap et al., 2017). Thus, our present study
measures three dimensions of character descrip-
tions: appearance, intellect, and power.

5.1 Method

Words linked to people via linguistic dependencies
can be used to analyze descriptions of people in
text (Fast et al., 2016b; Hoyle et al., 2019; Lucy
et al., 2020; Bamman et al., 2013; Sap et al., 2017).
These words can be aligned with lexicons curated
by human annotators, such as Fast et al. (2016b)’s
categories of adjectives and verbs, which were used
to measure gender stereotypes in online fiction.

We train 100-dimensional word2vec embeddings
(Mikolov et al., 2013) on lowercased, punctuation-
less generated stories and books, using default pa-
rameters in the gensim Python package. We ex-
tract adjectives and verbs using the dependency
relations nsubj and amod attached to main char-
acter names and their pronouns in non-prompt text.
For masculine and feminine characters, we only
use their gender-conforming pronouns.

To gather words describing appearance, we com-
bine Fast et al. (2016b)’s lexicons for beautiful and
sexual (201 words). For words related to intellect,
we use Fast et al. (2016a)’s Empath categories con-
taining the word intellectual (98 words). For mea-
suring power, we take Fast et al. (2016b)’s lexicons
for strong and dominant (113 words), and contrast
them with a union of their lexicons for weak, de-
pendent, submissive, and afraid (141 words).

Counting lexicon word frequency can overem-
phasize popular words (e.g. want) and exclude
related words. Therefore, we calculate seman-
tic similarity instead. For appearance and intel-
lect, we compute the average cosine similarity of
a verb or adjective to every word in each lexicon.
For power, we take a different approach, because
antonyms tend be close in semantic space (Mrkšić
et al., 2016). Previous work has used differences
between antonyms to create semantic axes and com-
pare words to these axes (Kozlowski et al., 2019;
Turney and Littman, 2003; An et al., 2018). Let a
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Figure 5: Appearance, intellect, and power scores
across genders in books and GPT-3-generated stories.
Error bars are 95% confidence intervals. All differ-
ences between feminine and masculine characters are
significant (Welch’s t-test, p < 0.001), except for intel-
lect in matched GPT-3 stories.

be a word in the lexicon related to strength and b
be a word embedding from the lexicon related to
weakness. We use An et al. (2018)’s SEMAXIS to
calculate word x’s score:

S(x) = cos


x, 1

| A |
∑

a∈A
a− 1

| B |
∑

b∈B
b


 ,

where a positive value means x is stronger, and a
negative value means x is weaker. We z-score all
three of our metrics, and average the scores for all
words associated with characters of each gender.

5.2 Results
Book characters have higher power and intellect
than generated characters, but relative gender dif-
ferences are similar between the two datasets (Fig-
ure 5). As hypothesized, feminine characters are
most likely to be described by their appearance,
and masculine characters are most powerful. The
gender differences between masculine and femi-
nine characters for appearance and power persist
in matched GPT-3 stories, suggesting that GPT-3
has internally linked gender to these attributes. The
patterns for intellect show that feminine characters
are usually highest, though the insignificant differ-
ence in matched GPT-3 stories (p > 0.05) suggests
that this attribute may be more affected by other
content than gender.

We also test the ability of prompts to steer GPT-3
towards stronger and more intellectual characters.
We examine character descriptions in stories gener-

Figure 6: A comparison of stories generated by all
prompts with stories generated by prompts where char-
acters are linked to cognitive or high power verbs. Error
bars are 95% confidence intervals.

ated by prompts in which characters are the subject
of high power verbs from Sap et al. (2017)’s con-
notation frame lexicon, which was created for the
study of characters in film. We also examine GPT-3
stories with prompts where characters use cogni-
tive verbs from Bloom’s Taxonomy, which is used
to measure student learning, such as summarize,
interpret, or critique (Anderson et al., 2001). We
match verbs based on their lemmatized forms.

We find that prompts containing cognitive verbs
result in descriptions with higher intellect scores
(Figure 6). Prompts containing high power verbs,
however, do not lead to similar change, and non-
masculine characters with high power verbs still
have lower power on average than all masculine
characters. Traditional power differentials in gen-
der may be challenging to override and require
more targeted prompts.

6 Conclusion

The use of GPT-3 for storytelling requires a bal-
ance between creativity and controllability to avoid
unintended generations. We show that multiple
gender stereotypes occur in generated narratives,
and can emerge even when prompts do not contain
explicit gender cues or stereotype-related content.
Our study uses prompt design as a possible mech-
anism for mitigating bias, but we do not intend to
shift the responsibility of preventing social harm
from the creators of these systems to their users.
Future studies can use causal inference and more
carefully designed prompts to untangle the factors
that influence GPT-3 and other text generation mod-
els’ narrative outputs.
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Abstract
Screenplay summarization is the task of ex-
tracting informative scenes from a screenplay.
The screenplay contains turning point (TP)
events that change the story direction and thus
define the story structure decisively. Accord-
ingly, this task can be defined as the TP iden-
tification task. We suggest using dialogue in-
formation, one attribute of screenplays, moti-
vated by previous work that discovered that
TPs have a relation with dialogues appearing
in screenplays. To teach a model this charac-
teristic, we add a dialogue feature to the input
embedding. Moreover, in an attempt to im-
prove the model architecture of previous stud-
ies, we replace LSTM with Transformer. We
observed that the model can better identify TPs
in a screenplay by using dialogue information
and that a model adopting Transformer outper-
forms LSTM-based models.

1 Introduction

Text summarization is one major task in NLP that
seeks to produce concise texts containing only the
essential information in the original texts. Al-
though most researches have been focusing on
summarizing news articles (Narayan et al., 2018;
See et al., 2017), as various contents with different
structures increase these days, there has been grow-
ing interests in applying text summarization to var-
ious domains, including social media (Sharifi et al.,
2010; Kim and Monroy-Hernandez, 2016), dia-
logue (Goo and Chen, 2018), scientific articles (Co-
han and Goharian, 2017; Yasunaga et al., 2019),
books (Mihalcea and Ceylan, 2007), screenplays
(or scripts) (Gorinski and Lapata, 2015; Papalam-
pidi et al., 2020a). Among them, this paper focuses
on screenplay summarization.

A screenplay is a type of literary text, which typ-
ically contains around 120 pages and has a strictly
structured format (Figure 1). It usually contains
various storytelling elements, such as a story, dia-
logues, characters’ actions, and what the camera

INT. SID'S ROOM

WOODY
We're gonna get outta here, Buzz –
Buzz? 

Buzz is not there. Woody looks down at the floor. 
Buzz is sitting on the floor, playing "bombs away" with
his
broken arm.

EXT. ANDY'S BEDROOM WINDOW/SID'S WINDOW 

The rest of Andy's toys gather around the window to see
Woody. 

REX 
Hey, look! 

BO PEEP 
Woody! 

WOODY 
Boy, am I glad to see you guys! 

Dialogue

Character

Scene heading

Action description

Scene #1

Scene #2

Figure 1: An excerpt from "Toy Story." A screenplay
consists of scenes. A scene is an event that takes place
at the same time or place. Every scene starts with a
scene heading (starts with "INT." or "EXT.") and is fol-
lowed by action descriptions and dialogues. ‘Scene
heading’ denotes when and where actions take place.
‘Action description’ explains who and what are in the
scene. ‘Character’ is the speaker. ‘Dialogue’ is a spo-
ken utterance.

sees, thereby elaborating a complex story. In a
real-life situation, filmmakers and directors hire
script readers to select a script that seems to be a
popular movie among numerous candidate scripts.
They create a coverage per script, a report of about
four pages containing a logline (the indicative sum-
mary), a synopsis (the informative summary), rec-
ommendations, ratings, and comments.

The goal of screenplay summarization is to
help speeding up script browsing; to provide an
overview of the script’s contents and storyline; and
to reduce the reading time (Gorinski and Lapata,
2015). As shown in Figure 2, to make this long
narrative-text summarization feasible, early work
in screenplay summarization (Gorinski and Lapata,
2015; Papalampidi et al., 2020a) defined the task
as extracting a sequence of scenes that represents
informative summary (i.e., scene-level extractive
summarization).

To this end, Papalampidi et al. (2019, 2020b)
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Scene  #1

Scene #2

Scene  #3

Scene #Ν

〓

Scene   #7

Scene #11

Scene #12

Scene #Μ

… …

Screenplay Summary
Scene-level
Extractive 
Summarization

Input Output

Figure 2: Screenplay summarization is defined as
scene-level extractive summarization (Gorinski and La-
pata, 2015; Papalampidi et al., 2020a).

①
Setup

②
New situation

⑤
The final push

④
Complications ⑥

Aftermath

③
Progress Story 

Progression

TP1 TP2 TP3 TP4 TP5

Figure 3: A well-structured story consists of six stages.
TPs divide a story into multiple sections and define
the screenplay’s structure. There are five TPs in a
story (Cutting, 2016; Hauge, 2017; Papalampidi et al.,
2019).

assumed that such scenes compose a set of events,
called turning points (TPs), which change the
story’s direction and thus determine the progres-
sion of the story (Figure 3). The definition of each
TP is shown in Table 1.

Following their assumption, we propose two
methods to identify TPs better: 1) we suggest us-
ing dialogue information included in screenplays
(Figure 1) as a training feature, considering one pre-
vious study revealed that there is a relation between
TPs and the frequency of conversations (Cutting,
2016) in a screenplay; 2) we attempt to use Trans-
former (Vaswani et al., 2017) instead of LSTM,
which have been dominantly used in previous stud-
ies (Papalampidi et al., 2019, 2020b), because
Transformer has generally shown to be beneficial in
capturing long-term dependencies; we can expect
that Transformer will summarize long and complex
screenplays better.

� TP1: Opportunity
Introductory event that occurs after presentation
of setting and background of main characters

� TP2: Change of Plans
Main goal of story is defined;
action begins to increase

� TP3: Point of No Return
Event that pushes the main characters
to fully commit to their goal

� TP4: Major Setback
Event where everything falls apart,
temporarily or permanently

� TP5: Climax
Final event of the main story,
moment of resolution and "biggest spoiler"

Table 1: Definition of TPs (Papalampidi et al., 2019).

2 Background and Related Work

2.1 Topic-Aware Model

Topic-Aware Model (TAM) (Papalampidi et al.,
2019) is one screenplay summarization model that
identifies TPs to use them for an informative sum-
mary. The key feature of this model is that it takes
sentence-level inputs and uses Bi-LSTM to gener-
ate their latent representations; it produces scene
representations by applying self-attention to the
sentence representations belonging to each scene
and applying a context-interaction layer to capture
the similarity among scenes. At last, TPs are se-
lected among all scene representations. Our pro-
posed model is also inspired by this work, and our
work aims to improve this study.

2.2 GraphTP

Another TP identification model is GraphTP (Pa-
palampidi et al., 2020b), which uses Bi-LSTM and
Graph Convolution Network (GCN) (Duvenaud
et al., 2015) to encode direct interactions among
scenes, thereby better capturing long-term depen-
dencies. Specifically, they represent a screenplay as
a sparse graph, and then the GCN produces scene
representations that reflect information of neigh-
boring scenes. It shows comparable performance
with TAM. In our experiments, we adopt TAM and
GraphTP as baselines.
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3 Method

3.1 Input Augmentation
Recall that screenplay summarization can be de-
fined as identifying TPs, where the story stage’s
transition occurs. Therefore, we suggest using dia-
logue information related to the story stage’s tran-
sition to identify TPs better. The motivation for
this method is that a previous study (Cutting, 2016)
that analyzed movies found that there is a pattern
in which the frequency of conversations changes
according to the story stage (Figure 3); there are
few conversations until the end of the setup; then
the frequency of conversations stay constant for
the progress and complication; and finally, it de-
creases during the beginning of the final push but
increases again in the aftermath. This study im-
plies that dialogue information can be a good hint
to capture screenplays’ story stage transition. How-
ever, to our knowledge, there has been no previous
work that attempts to utilize such information for
screenplay summarization, that is, most previous
studies (Papalampidi et al., 2019, 2020b) do not
consider employing various elements included in a
screenplay.

We expect that adding dialogue information as
an additional training feature will help a model pre-
dict TP scenes from screenplays better. Therefore,
we first extract the binary label di from a screen-
play by inspecting whether a specific sentence is
notated as a dialogue. We then concatenated the
sentence embedding (xi) and the binary label (di)
to design a new augmented input [xi; di].

3.2 Architecture
It has been generally known that RNN-based archi-
tectures, which were used also in aforementioned
previous studies (Papalampidi et al., 2019, 2020b),
do not capture long-range dependencies well due to
the vanishing gradient problem. Also in the case of
screenplay summarization, because screenplays are
normally long and complex, we speculate that there
is a limit to generating a summary by using LSTM.
Therefore, we propose a screenplay-summarization
model to which Transformer (Vaswani et al., 2017)
is applied, which is widely used for various NLP
tasks and well known for having less computational
complexity and better capturing long-term depen-
dencies.

In detail, we propose a hierarchical screenplay
encoder using Transformer (Figure 4). First, it
receives a sentence-level input; we use Universal

Sentence 
Representation

Scene 
Representation

Positional
Encoding

x1 x2 x3 xk-1 xk…

s1 s2 s3 sN-1 sN…

x1 x2 x3 xk-1 xk…

Linear Linear Linear Linear Linear

Softmax

Transformer Encoder

s1 s2 s3 sN-1 sN…

Positional
Encoding

Transformer Encoder

all sentences in s1

Figure 4: Proposed architecture using Transformer en-
coders.

Sentence Encoder (USE) (Cer et al., 2018) as in
TAM. After the sentence representations become
contextualized by the first Transformer encoder, all
the sentence representations belonging to the scene
are added up to form the scene representation that is
fed into the second Transformer encoder. The sec-
ond Transformer encoder produces the final scene
vectors and inputs them into five different linear
layers, one classifier per TP, each of which projects
the vectors to a scalar value. Lastly, a softmax
layer produces five probability distributions over
all scenes that indicate how relevant each scene is
to the TPs. We then select one scene with the high-
est probability per TP; each selected scene joins
together with its neighbors into three consecutive
scenes, which compose the final summary.

4 Experiments

4.1 Dataset

For both training and evaluating our model, we
use TRIPOD (Papalampidi et al., 2019) dataset.
This dataset contains screenplays and their TPs;
the TPs in the test set are manually annotated by
human experts whereas those in the training set are
pseudo-TPs. Statistics of the dataset are presented
in Table 2.
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TRIPOD Train Test

screenplays 84 15
scenes 11,320 2,083
turning points 420 75
per screenplay
tokens 23.0k (6.6) 20.9k (4.5)
sentences 3.0k (0.9) 2.8k (0.6)
scenes 133.0 (61.1) 138.9 (50.7)
per scene
tokens 173.0 (235.0) 150.5 (198.3)
sentences 22.2 (31.5) 19.9 (26.9)
sentence tokens 7.8 (6.0) 7.6 (6.4)

Table 2: Statistics of TRIPOD (Papalampidi et al.,
2019).

4.2 Experimental Setting

For our experiments, we adapted source codes in
two repositories1 2 Papalampidi et al. (2020b); Liu
and Lapata (2019) to implement our model. We
set the training hyperparameters as follows: L = 1,
H = 128, A = 4, and Pdrop = 0.0, where L
is the number of layers, H is the hidden size, A
is the number of heads, and Pdrop is the dropout
rate. We consider two previous methods that re-
ceive raw sentence representations as inputs as the
baseline systems: TAM (Papalampidi et al., 2019)
and GraphTP (Papalampidi et al., 2020b). During
training, because TRIPOD does not contain a val-
idation set, we conducted n-fold cross-validation
with n = 5 to extract the validation set from the
existing test set. Finally, we averaged out the test
results of the five models to obtain the final test
results.

4.3 Evaluation Metric

To evaluate our model, we used the TP identifica-
tion evaluation metrics proposed by Papalampidi
et al. (2019): Total Agreement (TA), Partial Agree-
ment (PA), and Distance (D). Those Metrics are
defined as follows.
TA is the ratio of TP scenes that are correctly

identified (Eq. 1). In the equation, Si is a set
of scenes that is predicted as a certain TP in a
screenplay, Gi is the ground-truth set of scenes
corresponding to that TP event, T is the number
of TPs, in our case T = 5, and L is the number of

1https://github.com/ppapalampidi/
GraphTP

2https://github.com/nlpyang/PreSumm

Input Model TA ↑ PA ↑ D ↓

sentence
TAM 8.15 9.33 10.59
GraphTP 7.41 10.67 9.24
Transformer 10.37 10.67 9.12

sentence + dialogue
TAM 7.41 9.33 9.97
GraphTP 13.33 14.67 11.61
Transformer 11.11 12.00 9.82

Table 3: Total Agreement (TA), Partial Agreement
(PA), and mean distance (D). The first two rows are
the baselines. A boldface score is the best score in its
column.

Model # of parameters Training time (ratio)

TAM 40.1k 1.12
GraphTP 41.6k 1.45
Transformer 46.3k 1.00

Table 4: The number of parameters and training time
of models. Numbers in ‘Training time’ are ratios to the
training time of our proposed model set at 1.

screenplays contained in the test set.

TA =
1

T · L
T ·L∑

i=1

|Si ∩Gi|
|Si ∪Gi|

(1)

PA is the ratio of TP events about which more
than one ground-truth TP scenes are identified (Eq.
2).

PA =
1

T · L
T ·L∑

i=1

[|Si ∩Gi| 6= φ] (2)

D is the average distance between all pairs
of predicted TP scenes (Si) and ground-truth TP
scenes (Gi) (Eq. 3, 4), where N is the number of
scenes in a screenplay.

d [Si, Gi] =
1

N
min

s∈Si,g∈Gi

|s− g| (3)

D =
1

T · L
T ·L∑

i=1

d [Si, Gi] (4)

TA and PA indicate how correctly a model pre-
dicts TPs, and D indicates how well the model has
learned TP positions. It can be seen that TA and
PA represent the model’s prediction bias, and D
represents variance, so we can suppose that there is
a trade-off between D and TA or PA. Also, when
the TA and PA scores are similar, it means that the
model has a high accuracy.
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4.4 Result Analysis
Input Augmentation It is revealed that the mod-
els trained with augmented inputs outperform those
trained only with raw inputs by the TA and PA
scores (Table 3). This result supports our assump-
tion that dialogue information will be helpful in
finding TPs because the TA and PA scores, which
indicate whether TPs are correctly identified, have
improved. As aforementioned in Section 4.3, the
D score has an inverse relationship with TA in that
it represents the variance of model predictions. On
the other hand, TAM shows a relatively poor TA
score; it seems that dialogue information hardly
improves the performance of a model that does not
capture long-term dependencies well. One possi-
ble reason is that dialogue information provides
the model with information that the model already
knows even though it does not capture long-term
dependencies well. For more accurate explanation,
further analyses are required.

Architecture In the case of raw sentence inputs,
our proposed architecture based on Transformer
outperforms the two baseline systems consistently.
The result implies that the model that captures long-
term dependencies well can improve the perfor-
mance of summarizing long and complex texts, as
we have expected. Because the model’s perfor-
mance has improved over the baseline by all met-
rics, our proposed architecture can be considered as
an adequate model for TP identification, compared
to the baselines. Also, even though our model con-
tains a few more parameters than the two baselines,
it has faster training speed, especially compared to
GraphTP, showing a difference of almost 40% or
more (Table 4).

When we fed dialogue-augmented inputs into
the model, the TA and PA scores have improved.
Although, when we used dialogue-augmented in-
puts, GraphTP recorded better performance by TA
and PA, for D, our model shows much better re-
sults. This result means that the model predicts
whether a given scene is a TP or not becomes more
accurately whereas it does not predict well across
all TPs (i.e., TP1 to TP5), but for a given scene,
the model predicts certain TPs very well and some
other TPs very bad. Therefore, the dialogue feature
provides helpful information for TP identification
that GraphTP lacks even though it is helpful for
some TPs but redundant and even disturbing for
some other TPs. This suggests that there is high
possibility that not all TPs (i.e., TP1 to TP5) are

included in the output summary. In this regard, we
can conclude that our proposed model makes more
confident predictions.

5 Conclusion

In this paper, we suggest using dialogue informa-
tion as an additional training feature and propose
a Transformer-based architecture for TP identifi-
cation. Our experimental results present that di-
alogue information has a positive effect on the
prediction accuracy on whether the scene is TP
or not. However, the opposite was the case for the
sequence-based model; further analyses are needed.
In addition, the results indicate that using Trans-
former instead of LSTM significantly improves the
overall performance in identifying TP scenes by
encoding long-term dependencies among scenes
better. We believe that using unique attributes in
screenplays, such as dialogues, can help improv-
ing the model performance and when summarizing
texts that have complex structures including screen-
plays, Transformer , which handles long histories
robustly, is effective. In the future, we plan to go
through the human evaluating process to see how
dialogue information affects the output summary’s
informativeness, especially which one is identified
better than another, and how the trade-off among
automatic evaluation metrics affects the summary
output.
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Abstract

We describe a Plug-and-Play controllable lan-
guage generation framework, Plug-and-Blend,
that allows a human user to input multiple con-
trol codes (topics). In the context of auto-
mated story generation, this allows a human
user loose or fine grained control of the top-
ics that will appear in the generated story, and
can even allow for overlapping, blended top-
ics. We show that our framework, working
with different generation models, controls the
generation towards given continuous-weighted
control codes while keeping the generated sen-
tences fluent, demonstrating strong blending
capability.

1 Introduction

Recent advancement in very large pre-trained neu-
ral language models (e.g. (Radford et al., 2019;
Brown et al., 2020)) have enabled a new generation
of applications that make use of the text genera-
tion capability they provide, ranging from auto-
completion of e-mails to solving complicated math
equations. However these very large pre-trained
neural language models are also difficult to control
beyond providing a prompt for a generated contin-
uation. This makes very large language models
ill-suited for co-creative tasks wherein a human
works with a language model in an iterative fash-
ion to produce novel content, such as stories or
poems. Co-creative tasks require an ability to not
only prompt the language model but to guide the
generation with, for example, style, context, or
topic constraints.

Conditional generation is a family of text genera-
tion methods that attempt to provide controllability
by either directly modifying the model to accept
control signals or posing constraints in the gener-
ation process. Conditional text generation tech-
niques add an extra input feature (Ficler and Gold-
berg, 2017) and fine-tuning with additional infor-
mation embedded (Fang et al., 2021; Hosseini-Asl

et al., 2020; Keskar et al., 2019; Khalifa et al., 2020;
Hu et al., 2017; Wu et al., 2020; Ficler and Gold-
berg, 2017; Chan et al., 2020), or by sideloading
additional discriminators along with a pre-trained
model, without changing base model parameters
holisticly (Dathathri et al., 2020; Madotto et al.,
2020; Duan et al., 2020; Mai et al., 2020).

We seek “plug-and-play” approaches to control-
lable text generation wherein new language models
can be slotted into existing generative systems; new
language models are being developed and it be-
comes intractable to update and retrain controlled
generation architectures. Plug-and-play techniques
such as (Krause et al., 2020; Pascual et al., 2020)
aim to only intervene with the outputs—a vector
of logits—of a generative language model. This
becomes especially important as the latest iteration
of very large pre-trained language models such as
GPT-3 (Brown et al., 2020) restrict access to the
hidden states and layer weights of models. As
language models improve, they can be easily in-
corporated into existing, controllable generation
frameworks.

We present Plug-and-Blend 1, an efficient plug-
and-play generative framework for controllable text
generation that (a) works with the logit outputs
of any language model; (b) facilitates fine con-
trol of generated sentences by allowing continuous
bias towards specific control codes; and (c) allows
multiple control codes representing style and topic
constraints to be provided in overlapping contexts.
These control codes can be blended together to
generate content that meets multiple style or topic
constraints. We describe that these key capabilities
empower latent space walking in the hyperspace
of generated sentences, and show a simple con-
tent planning technique that utilizes this feature to
generate paragraphs regarding user intentions in a
co-authoring. We present our work in the context

1Code available at https://github.com/
xxbidiao/plug-and-blend
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Figure 1: Illustration of overall architecture of our framework

of automated story generation wherein a human
author provides a prompt as well as a high-level
control specification for topics.

2 Related Work

2.1 Plug-and-Play Conditional Generation
Researchers aim for "plug-and-play" (PnP) frame-
works (Dathathri et al., 2020) which can be used
along an existing generative LM (referred to as
the “base LM”) with minimum or no interference
between the PnP components and the base LM.

Comparing to non-plug-and-play methods
("white-box" approaches), these frameworks can
be roughly classified into three categories. Gray-
box approaches access and modify some non-input-
output layer computations, usually the hidden rep-
resentation, hence “plugging” an additional model
in the middle of the base LM (Dathathri et al., 2020;
Madotto et al., 2020; Duan et al., 2020; Mai et al.,
2020). Black-box approaches including “Prompt
Engineering” that aim to change the prompts fed
into the base LM at inference time (Wallace et al.,
2019; Li and Liang, 2021). Guided generation
targets at building a controllable “guiding” model
that shifts the output from base LM at inference
time (Krause et al., 2020; Pascual et al., 2020).

The generation model we propose is an extension
of GeDi (Krause et al., 2020). Adding to the com-
plete decoupling of generation and controlling, we
enhanced it with additional capabilities to support
multi-topic generation with continuous weighting,
supporting the downstreaming applications while
keeping its capability to transfer to different base
LMs.

2.2 Controllable Story Generation
Neural story generation systems train or fine-tune
a language model on story data. Sampling from
a language model trained on story data tends to

result in text output that looks like stories as well.
However, sampling from Pθ(xt|x<t) (See Section
3) is uncontrolled in the sense that one does not
have any influence over the output after the initial
context prompt.

A number of story generation systems have at-
tempted to condition the generation with some form
of high-level plan. Storytelling systems such as
(Akoury et al., 2020; Yao et al., 2019) embeds topic
constraints directly into the model. These system
extract a set of topics from a dataset that must be
incorporated into the story. PlotMachines (Rashkin
et al., 2020) allows a human user to specify topics
that can be incorporated into a story in any order.
Wang et al. (2020) generate a story by interpolating
between a start event and an end event in a slot
filling fashion, targeted the same goal. Our work
differs in two ways. First, we allow blending of
topics such that a single line in a story can meet
more than one topic provided by a human user. Sec-
ond, we have developed a black-box plug-and-play
system that works with different LMs.

3 Preliminaries

Generative Language Models (LMs), specifically
continuation models, take a context (“prompt”) and
generate a continuation by predicting the next to-
kens. This is achieved by optimizing the model
parameters θ that best estimates the probability
density of a sequence of word tokens x1:T =
{x1, . . . , xT } represented as an auto-regressive fac-
torization

Pθ (x1:T ) =
T∏

t=1

Pθ (xt | x<t) . (1)

By iteratively predicting a distribution on the next
token given the previous tokens, a continuation can
be generated by repeatedly sampling Pθ (xt | x<t)
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and attach the selected token back to the “previous”
tokens for the next step.

Sequences generated this way are not controlled;
To control the generated sequence, an attribute
represented as a class variable (Keskar et al., 2019)
that could describe sentiment or topics can be intro-
duced to equation (1) to form a Class-Conditional
Language Model (CC-LM):

Pθ (x1:T | c) =

T∏

t=1

Pθ (xt | x<t, c) (2)

where c represents the class variable, or “control
code”, that describes an attribute of the sequence
x1:T . However, since c and x1:T are entangled in
equation (2), naively optimizing Pθ requires a new
CC-LM to be trained.

To decouple the conditional generation compo-
nent, c, from the unconditional part, PLM (x1:T ),
(Krause et al., 2020) proposed the GeDi framework
and an algorithm to enable a separate controlling
model to guide the generation process of a base lan-
guage model. Instead of tackling Pθ (x1:T | c) di-
rectly, they train a contrastive discriminator model
on the side to estimate

Pθ (c | x1:t) = αP (c)
t∏

j=1

Pθ (xj | x<j , c) (3)

where α is the normalization constant α =
1/(

∑
c′∈{c,c̄}

∏t
j=1 P (c′)Pθ (xj | x<j , c′)), and c

and c′ are contrastive control codes (c and not-c).
At the decoding stage of the generation process,
one can guide the generation by using Pθ (c | x1:t)
as a posterior to the output probability distribution
of the base LM:

P (xt | x<t, c) ∝
PLM (xt | x<t)Pθ (c | xt, x<t)ω

(4)

where ω is a parameter for control strength, with
larger values biasing generation more strongly to-
wards c. CC-LMs trained this way do not require
access to any internal data of the base LM, and
works independently of it.

4 The Plug-and-Blend Framework

Our Plug-and-Blend framework consists of two
components (See figure 1): (1) a blending gener-
ative Model that is responsible for plug-and-play
controlled continuations using the control specifi-
cations; and (2) a planner that plans and assigns
control specifications based on control sketches.

A control sketch is a high-level specification of
what topics should be present in the story and what
portions of the story each topic should approxi-
mately appear in. This provides a human co-creator
the ability to guide the generator loosely, with a
broad range per topic, or tightly, with a narrow
range per topic. We envision a co-creative loop
wherein the human user provides a control sketch
and iteratively updates the control sketch based on
generation results, refining the topics and refining
the ranges for the topics. The user interface for
eliciting control sketches from a human is outside
the scope of this paper and experiments about the
co-creative loop are left for future work. The next
sections provide the algorithmic support for control
sketches.

4.1 Blending Generative Model

The blending generative model generates the sen-
tence continuation. It consists of two parts, a
(1) plug-and-play language model and (2) a con-
trol model. Given a prompt x<t, the plug-and-
play language model produces a vector of logits
PLM (xt | x<t). The control model biases the out-
put of the language model toward particular to-
kens associated with the topics of the control codes
c ∈ C based on the desired strengths of each topic
ω∗c∈C ∈ Ω. Together the two models iteratively
find the best token xt that reflects both natural lan-
guage composition and control bias presented by c
and ω. A larger ω∗c means more steering towards
the topic represented by control code c.

Inspired by the application of generative adver-
sarial networks to latent space walking, we treat
Pθ (c | xt, x<t) (described in section 3) as a heuris-
tic of direction that increases P (xt | x<t, c) in a
|V |-dimensional latent space, where V is the lan-
guage model’s vocabulary. For example, consider
two different control codes c1 and c2 instantiating
equation (4). To apply both control codes in the
generation process, we use the heuristic

P (xt | x<t, c1, c2) ∝ PLM (xt | x<t)×
Pθ (c1 | xt, x<t)ω1 Pθ (c2 | xt, x<t)ω2

(5)

to combine the effect of both posterior distributions
into one universal posterior. ω1 and ω2 in this case
represents control strength for each control code, c1

and c2 respectively, and can be different, enabling
continuous blending between topics. This process
can be repeated with a set of control codes C =
{c1, . . . , cn} with weights Ω = {ω1, . . . , ωn}.
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Formally, at the decoding stage of the genera-
tion process, a control model compute controlled
probability using the following equation:

P (xt | x<t, C) =

PLM (xt | x<t)
∏

c∗∈C
Pθ (c∗ | xt, x<t)ω

∗
c (6)

where the control strengths of individual control
codes are normalized with

∑
c ω
∗
c = ω, where ω is

total control strength.2 This can be efficiently com-
puted by batching input sequences appended by
different control codes, with little overhead com-
pared to the original GeDi (Krause et al., 2020)
framework.

4.2 Planner
The human user provides a high-level control
sketch of the story, consisting of the number of
sentences, N , a set of topics, C, and a range of
lines to which to apply the topic, r := (s, e) where
s ≤ e. See figure 2 for example sketches. Sketches
can have their range r overlap such that multiple
topics can be applied to the same lines of the story.

Given the control sketch, the planner produces
a control configuration Cn,Ωn for each sentence
position n = {0, . . . , N − 1}. The control config-
uration for each sentence is passed to the blending
generative model along with previous generated
sentences as prompt.

We interpret a control sketch as story arc on a
specific topic, which typically contains a transition,
an engagement and a phase-out, the planner should
give highest control strength to the midpoint of the
area, m := (s+ e)/2, and lower strength towards
the start and end of the span of the area; We capture
this as a Gaussian distribution.

Formally, the following equation translates the
sketch into a control configuration for each position
n ∈ N :

ω+
c,n = f(N (m, (σ/(e− s+ ε)2))(n−m) (7)

where f(·) indicates probability density function,
ε is an infinitesimal, and σ is a tunable parameter
representing overall transition smoothness, where
higher σ grants smoother transitions in the cost
of reduced topic engagement for midpoint. Since
there can be multiple control sketches and they can
be of the same control code, we apply each individ-
ual sketch in the order they are presented and nor-
malize after each application so that Σnωc,n = 1.

2This is not the only way to formalize this heuristic; We
found this to be effective and efficient.

5 Experiments

For our experiments, we use the GPT2-large model
fine-tuned on ROCStories (Mostafazadeh et al.,
2016) as our base language model. Fine-tuning
GPT2 on ROCStories results in a model that gen-
erates short stories about common everyday situ-
ations. We pair the language model with a pre-
trained GeDi (which in turn is based on GPT-
2-medium) trained on AG-news3 as the guiding
model. Across all setups, at generation time, we
use greedy decoding with repetition penalty de-
scribed in Keskar et al. (2019), and only use the
first sentence generated as the output, discarding
every token after it if any.

Since there is no ground truth for any generated
sequence, metrics such as BLEU and other n-gram-
based metrics are not applicable. This poses a
unique challenge in evaluating our system, limiting
us to unsupervised metrics. In this section, we
report evaluation of our blending generative model
from two aspects:

• Fluency: measuring how our generated se-
quence forms natural language; and

• Control fidelity: measuring how our generated
sequence respects the requested control codes
and strength.

5.1 Blending Fluency
To evaluate fluency of sequences generated by our
blending generation model, we use perplexity of
base language model. The intuition is that if gener-
ated sentences have low average perplexity when
evaluated by the base LM then they are consistent
with sentences we would find in the English lan-
guage, as represented by the data used to train the
base LM. This in turn results in fluent-appearing
sentences.

To generate sequences from our model, we used
100 sentences from a held-out evaluation set of
ROCStories not seen at fine-tuning time. ROC-
Stories contains five-sentence stories; we always
pick the first sentence. That sentence becomes our
prompt and is paired with all possible combinations
of two topic choices chosen from “Business”, “Sci-
ence”, “Sports”, or “World”. These are the topics
that the GeDi model are optimized for. Our control
sketch gives equal blending weighting for all topics.
We vary the control strength using the following

3http://groups.di.unipi.it/~gulli/AG_
corpus_of_news_articles.html

65



Figure 2: Perplexity (lower is better) of generated se-
quences with 2 topics. Baseline performance set at 1x
of (Krause et al., 2020)-suggested control strength.

increments: [0, 0.5, 1, 1.5, 2, 3, 4]x, where 0 repre-
sents an uncontrolled base LM and 4x represents
400% of the control strength hyperparameter used
by Krause et al. (2020).

Figure 2 shows the average perplexity of gener-
ated sequences, measured by the Base LM. We
observe that average perplexity increases with
stronger control, signaling a departure of generated
sequences from what the base LM would generate,
and a potential decrease in fluency. This is to be
expected as the control is biasing the generated text
more and more toward the use of words that are
consistent with a particular topic and away from
general word frequency. While perplexity increase
is more or less linear in the range of 0 to 2x strength,
once above 2x strength, it can be better described
as exponential, hinting a stabler capability to gener-
ate fluent sentences in the region of 0 to 2x control
strength.

5.2 Control Fidelity
Control fidelity is how well the generator responds
to multiple control codes applied at once (see
Krause et al. (2020) for experiments applying one
control code at a time; we do not replicate them
in this paper). For story generation, multiple con-
trol codes can be applied to the same sentence in a
story at different weights. We perform experiments
in a latent space walking setting, to measure con-
tent changes of generated sentences under the same
prompt, same control codes but different relative
control strength, in an unsupervised way.

Given a particular prompt line in a story and two
control topics c1 and c2, we re-generate the same
line multiple times under different control strengths

for each topic. Specifically we set ωc1 to 0%, 25%,
50%, 75% or 100% and ωc2 = 1−ωc1 to represent
a range of different possible blends of topics in
the same line. See table 1 for an example. Since
we know the control parameters used to generate
these sentences, in which c1 receives more and
more control strength relative to c2, we expect to
see sentences that are increasingly about topic c1

and decreasingly about topic c2. These sentences
do not comprise a story sequence, but are different
alternative sentences for the same line in a story
under different topic control specifications.

To determine whether a given generated sentence
was representative of a topic, we score each gen-
erated sentence with an off-the-shelf BART-based
zero-shot classifier (Wolf et al., 2020)4 with c1 and
c2, in raw text form, as possible classes. We then
compare the order of the sentences as determined
by the classifier to the ground truth order of increas-
ing control strength of c1. We report the correla-
tion of order between these two sequences using
Kendall’s τ -a metric. A perfectly strictly increas-
ing classifier score will grant a τ -a score of 1 for
a sequence. If the sentences have some reordering
based on classification score, τ -a is reduced. A
score of 0 indicates a random ordering and and a
score of −1 indicates a sequence that is exactly in
opposite order. Table 1 shows the classifier scores
for the possible next sentences under different con-
trol strengths; the classifier scores are not mono-
tonically decreasing, resulting in a τ -a score of
0.8.

Figure 3 shows a heat-map of the average τ -a
score of sequences of sentences generated with dif-
ferent control code pairs and different total control
strength (percentages). For each combination of
parameters, 100 sequences of 5 sentences are gen-
erated and evaluated. Comparing to the baseline,
which is the evaluation metric applied to order-
randomized stories in ROCStories dataset, we ob-
serve universal statistical significance (p < .01) in
improvement in τ -a metric. That is, without a con-
trol bias, rank ordering is random. As we increase
the total control strength, the rank order of gener-
ated sentences more closely matches the ground
truth order.

Some topic combinations (For example, Science-
Sports) work better than others (For example,
Science-World); the “World” category appears to
include a lot of overlapping vocabulary usage with

4pipeline("zero-shot-classifier")
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Prompt: The people gathered to protest the court’s ruling last week.
c1 = Sports c2 = Business Generated Sentence Classifier score

ωc1 ωc2 c1 c2

100% 0% Coach Leeman was in a wheelchair and had been taken to hospi-
tal for treatment. 86% 14%

75% 25% Coach Reebok was one of them. 65% 35%
50% 50% The players were joined by a few of them. 84% 16%

25% 75% The company that owns the team was fined $1,000 for violating
a rule prohibiting employees from using their own equipment. 37% 63%

0% 100%
Bankruptcy Judge William H. said that the bank had failed to
pay its creditors and was in default on $1 billion of loans it owed
them.

24% 76%

Comparing column 1 with column 4, Kendall’s τ -a = 0.8 for this generated sequence.

Table 1: An example sequence of sentences generated for evaluation of control fidelity. The first two columns
indicate the requested control strengths for two topics, sports and business. The generated sentence results from
the prompt and the control weights (all numbers are 2x the default control strength). The last two columns indicate
the probability that each line is either Sports or Business based on a BART-based topic classifier. We expect to see
the classifier score for c1 decrease as the classifier score for c2 increases.

the other categories. Note that a perfect Kendall’s
τ -a of 1.0 is likely impossible because our zero-
shot topic classifier will introduce some noise to
the ranking. However, the results show us that
the plug-and-blend technique (a) significantly in-
creases the likelihood that topics will be incorpo-
rated into sentences, and (b) is sensitive to blended
topics.

Figure 4 shows the same experiment as above,
but with a non-fine-tuned version of GPT2-large.
This shows that the plug-and-blend technique
works on language models that haven’t been fine-
tuned on ROCStories. The prompts are still se-
lected from ROCStories, however, for comparison,
but are not as representative of the untuned model.
In this condition, the text generated will not read as
sentences in stories. We observe similar improve-
ments over the baseline, demonstrating the ability
of our method in keeping the strong adaptation
capability.

5.3 Planner Experiments

In this section, we qualitatively demonstrate the ca-
pability of our pipeline by analyzing the generated
paragraphs using simulated user inputs described
as sets of control sketches.

Table 2 (left column) shows three sets of control
sketches with overlapping topic ranges. For exam-
ple, sketch 1 requests a 10-line story that covers the
topic of sports for the first 6 lines and covers the
topic of science for the last 6 lines (topics overlap
in the middle). For each control sketch we generate
10-line stories (N = 10) using the hyper-parameter
σ = 1 (see Equation 7). We use a neutral prompt
consisting of only the word “Recently” as the con-

text to generate the first line or if the generator ever
generates an empty line. The remainder of lines
use up to 2 sentences generated for the previous
context.

Table 2 (right column) shows the generated sto-
ries for each control sketch. We bold the sentence
where it is most clear that the topic has changed.
Figure 5 shows how the heuristic transforms each
control sketch into bias weights. The figure shows
ωc1 for c1 = Sports showing how the planner de-
creases the probability density bias for the topic
(the probability density for the second topic, ωc2 ,
is the mirror image).

With slight differences in the input control
sketches, we observe very different generated sto-
ries, with the transition between sports and science
happening later. One can see from Figure 5 why
this would be the case: the probability density for
the first topic becomes increasingly stronger for the
first lines of the story as the control sketch requests
the second topic later.

Because each sentence is biased by the previous
sentences in addition to the control sketch, the sen-
tence where the topic appears to switch often comes
later than the point of earliest topic overlap. The
requirement that each sentence continue the previ-
ous context creates a sense of momentum from the
previous context and thus from the previous topic.

Incoherent transitions may still happen. In the
story in Table 2 for sketch 3 shows one such inco-
herent transition due to the generation of an end-
of-text token. Our implementation uses the initial
prompt in this case, causing a portion of the story to
not be contextualized by the earlier story sentences.
Our ROCStories-tuned language model, based on
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(a) Baseline on order-shuffled
stories in ROCStories dataset. (b) Total control strength 1x. (c) Total control strength 2x. (d) Total control strength 4x.

Figure 3: average τ -a (higher meaning better control fidelity) under different Total control strength for the tuned
model with topics: (c1) Business, (c2) Science, (c3) Sports, (c4) World, comparing to uncontrolled baseline. Heat
map strength is given as percentages (−100% . . . 100%).

(a) Perplexity of generated se-
quences. (b) Total control strength 1x. (c) Total control strength 2x. (d) Total control strength 4x.

Figure 4: Experiment results for the untuned model. Refer to Figure 3a for baseline comparison.

5-sentence stories, tends to predict end-of-text ear-
lier than models trained on longer stories.

6 Discussion

Our experiments suggest that there is a trade-off
between control fidelity and fluency. As Figures 2
and 3 show, a higher total control strength results in
overall better τ -a scores, meaning more sensitivity
and ability to correctly differentiate between topic
blends, but worse perplexity, risking less fluent lan-
guage. In practice, an iterative deepening algorithm
where multiple control strengths are used to gen-
erate multiple candidate sentences per line, can be
used. Control strength modifiers of 1x, 2x, 3x, 4x,
etc. can be tried and the best generated sentence, as
measured by perplexity (or any other task-specific
metric), is selected. This can, just like how mul-
tiple control codes are handled, be implemented
very efficiently.

The current planner is heuristic. Empirically we
find the heuristic to create good blends. We envi-
sion a planner that can be parameterized and learn
from demonstrations. Reinforcement learning, in
which the context and control sketches work as
world states, can choose control configurations as
actions. Feedback (reward) from the user would
be necessary. This would incorporate the plug-and-
blend technique into a human-in-the-loop creative

Figure 5: Control strength generated by the planner for
the first control code used for each control sketch in
Table 2. The control strength for the second control
code is the mirror of each.

process wherein the generator learns blending pref-
erences from the human creator (Guzdial et al.,
2018).

In this paper we have made no assumptions
about how control sketches are acquired from the
human user. We envision a processes whereby the
human co-creator has an idea of what the final
product—in this case a story—should be and can
express that vision at the level of how topics man-
ifest through the story. Supporting a co-creative
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Control Sketches Generated Paragraph

Sketch 1
c1 = Sports, {0 → 5}
c2 = Science, {4 → 10}

Jackie Robinson was playing in the NBA.
He had just been drafted by the Cleveland Cavaliers.
He decided to play for a team that was trying to win a championship.
"I’m gonna go out there and beat them," he said "They’re going to be great."
"Yeah, they’re good," he said "they’ll be great."
He added that his wife had been working on the project for about a year.
He was happy to see her progress.
She was able to get some work done and she started getting more comfortable with it.
She had a lot of fun doing it!
She also got her own computer, which is now in the living room.

Sketch 2
c1 = Sports, 0 → 5
c2 = Science, 5 → 10

Jackie Robinson was playing in the NBA.
He had just played basketball for a few years.
He was looking forward to his first game of the season.
He decided to play with his friends and play against them in the court.
He got a lot of feedback from everyone who played against him, including some that were very
excited about it!
I was really happy when I saw how he played.
I also had to admit that my favorite player was the guy who beat me in the finals.
The computer game Super Mario 64 is a great game, but it’s not perfect.
I played it on my laptop and found that I couldn’t play it properly because of some bugs.
The problem was that the graphics were bad, so I had to use an emulator instead of playing the
game.

Sketch 3
c1 = Sports, 0 → 5
c2 = Science, 6 → 10

Jackie Robinson was playing in the NBA.
He had just played basketball for a few years.
He was looking forward to his first game of the season.
He decided to play with his friends and play against them in the court.
He had a lot of fun playing against them, but he didn’t want to lose any time.
So he played with his friends for about an hour before going home and playing again.
He was very happy when they got home and started playing again!
I think it’s a good idea to have some fun with your kids, especially if you’re not too busy.
I’m sure that you’ll enjoy this post as much as I did!
my daughter was diagnosed with a rare form of cancer.

Table 2: Generated Examples with different Control-Sketches. Sentences in bold show a topic transition.

human-AI interaction, the human user can update
the control sketch and re-generate parts (or all) of
the story by changing the range of topics or choos-
ing different topics. The control model will need to
support different topics at different levels of gran-
ularity; currently the control model only supports
four topics, which is sufficient for conducting ex-
periments to characterize the plug-and-blend tech-
nique but not for full co-creativity.

7 Conclusions

In this paper, we present Plug-and-Blend, a plug-
and-play framework that enhances a base LM,
enables controllable generation with continuous-
weighted control codes, along with capability of
generating paragraphs based on control sketches,
all without access to internal knowledge of this
base LM. These capabilities will fuel a new gener-
ation of controllable generation applications with
the key assets of decoupling between the control-
lable component and the generative component,
and easiness of adapting to new advancements in
the field of generative LMs.
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Abstract
Automated storytelling has long captured the
attention of researchers for the ubiquity of
narratives in everyday life. The best human-
crafted stories exhibit coherent plot, strong
characters, and adherence to genres, attributes
that current states-of-the-art still struggle to
produce, even using transformer architectures.
In this paper, we analyze works in story gener-
ation that utilize machine learning approaches
to (1) address story generation controllability,
(2) incorporate commonsense knowledge, (3)
infer reasonable character actions and (4) gen-
erate creative language.

1 Introduction and Motivation

Storytelling is central to human communication.
People use stories to communicate effectively with
one another. As humans, we engage with well-told
stories and comprehend more information from sto-
ries (Suzuki et al., 2018). However, when it comes
to automatic storytelling, computers still have a
long way to go. The field of automated story gen-
eration, or computational narrative, has received
more attention because of recent technological en-
hancements. The importance of computational nar-
rative is that it can improve human interaction with
intelligent systems. Storytelling helps computers
communicate with humans (Riedl, 2016), and au-
tomated story generation drives improvements in
natural language processing. Computational nar-
rative research involves story understanding, story
representation, and story generation. In this survey,
we will focus on the story generation capabilities
of computational systems.

Many surveys were written on different facets
of computational storytelling. (Gervás, 2009) pro-
vides a chronological summary of storytelling sys-
tems focusing on computational creativity, mea-
sured using metrics including the stories’ novelty

∗* Equal contributions

and the users’ involvement in the storytelling pro-
cess. (Riedl and Bulitko, 2013) focuses on inter-
active intelligence, a digital interactive storytelling
experience where users interact with the computa-
tional system to build storylines. The survey pa-
per touches on generating narrative structures and
character building. (Riedl, 2016) discusses human-
centered computational narrative and how it can
improve artificial intelligence applications. The pa-
per shed some light on machine learning challenges
concerned with story generation and commonsense
reasoning. Nevertheless, it does not go into these
challenges in-depth as it is not its primary focus
point.

Past survey papers focused primarily on story
generation using specific approaches or on specific
sub-problems in story generation. For example,
(Kybartas and Bidarra, 2017) summarizes progress
in the areas of plot and space generation without
much discussion around neural language models.
(Hou et al., 2019) examine different deep learn-
ing models used in story generation and catego-
rize them by their goals. However, there is still
motivation to organize a survey in a different man-
ner. The process of automatically generating a
logically-coherent and interesting narrative is com-
plex. Therefore, it might be more beneficial de-
tailing the major problems present in the field and
techniques used to address them rather than sum-
marizing different types of models. For people
who are new in the field, our survey should serve
as a decent starting point for conducting innovative
research in the field.

Some of the survey papers, albeit comprehen-
sive, do not include the latest development in story
generation because of transformers. (Riedl and Bu-
litko, 2013) chronicles interactive narrative prior to
2013, yet the discussed approaches do not include
large-scale neural language models, which we have
access to now and has been fueling new research in
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the field. Another example would be the paper by
(Gervás, 2009), where the author comments on sto-
rytelling systems and different evaluation criteria
for creativity; similarly, all of the systems consist
of planning and no neural approaches.

We acknowledge that more survey papers exist
with different areas of focus within the domain of
computational narratives, such as Narrative theo-
ries (Cavazza and Pizzi, 2006), Interactive Intel-
ligence (Luo et al., 2015), Drama Management
(Roberts and Isbell, 2008), Plan-based story gener-
ation (Young et al., 2013).

It has been demonstrated that the field of au-
tomated story generation has a gap in up-to-date
survey papers. Our paper, by laying out all the
prominent research problems in story generation
and previous literature addressing these issues, will
fill this gap.

The scope of this survey paper is to explore the
challenges in automatic story generation. We hope
to contribute in the following ways:

1. Explore how previous research in story gener-
ation addressed those challenges.

2. Discuss future research directions and new
technologies that may aid more advance-
ments.

3. Shed light on emerging and often overlooked
challenges such as creativity and discourse.

There are several important background con-
cepts crucial to understanding the problem of story
generation. Automated story generation is a pro-
cess involving the use of computer systems to cre-
ate written stories, often involving artificial intel-
ligence (AI). Story generation requires story un-
derstanding and representation, which are usually
handled by natural language processing. Hence,
the first concentration in this paper is content en-
coding and comprehension. A system is conven-
tionally defined as capable of story comprehension
if it, given a textual story, can read and answer
questions about it (Lehnert et al., 1983; Reeves,
1991). Recently, state-of-the-art neural text genera-
tion models (such as GPT-2 (Radford et al., 2019)),
are used to generate stories. These models are
trained on the WebText corpus, a collection of texts
scraped from the internet. Hence, the key challenge
of applying these language models to story gener-
ation is to ensure that the generated story remains
on topic and maintains entity and event consisten-
cies. In our paper, we consider the following two

concepts as crucial starting points: Controllability
– having human inputs influence the generation re-
sults (Section 2.1), and commonsense – narrative
systems with pre-existing knowledge that would
help generate coherent stories (Section 2.2).

2 Method

2.1 Controllability in Story Generation

The controllability problem in story generation is
the user input’s ability to influence the generation
results. Such influence often takes the form of a
plot the user wishes the system to adhere to when
producing a new narrative. Controlling story gen-
eration is a significant challenge that gained more
attention in the last few years due to the limita-
tions of neural-based story generation approaches.
Most modern story generators use Neural based
techniques that need little to no manual modeling
to generate stories. Neural based models solve the
lack of novelty issues found in the symbolic sys-
tems due to their unstructured generation. Yet, this
advance comes at the cost of less controllability
and plot coherence. In this section, we shed light
on a few approaches to the problem of controlla-
bility, discuss their strengths and weaknesses, and
compare their methodologies.

Reinforcement Learning. (Tambwekar et al.,
2019) aimed at controlling the story plot by con-
trolling its ending and events order. They proposed
a deep reinforce approach to controlled story gen-
eration with a reward shaping technique to opti-
mize the pre-trained sequence to sequence model
in (Martin et al., 2017). Their reward function en-
compasses two main parts, the distance to the goal
verb and the story verb frequency. They evaluated
their model on plot coherence and goal achieve-
ment, length, and perplexity. Their method was
better than their base model alone. However, this
approach requires training the model for every new
goal, which can be inconvenient for the users. An-
other drawback to this model is it uses the sequence
to sequence model in (Martin et al., 2017), which
generates stories as sequences of objects encapsu-
lating the sentence components (verb and subject)
that require translation to full sentences.

Model Fusion. (Fan et al., 2018) attempts to
solving the plot controllability problem by dividing
the generation process into two levels of hierarchy
a premise and a story. The premise provides an
overall sketch of the story, which was utilized to
write the story. This fusion model combines a con-
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volutional sequence to sequence model with a self-
attention mechanism to improve generated story
quality. A convolutional network first generates a
writing prompt which then, becomes the input to
the sequence to sequence model and guide it in gen-
erating a story conditioned on the prompt. Their
model was superior in both human evaluations and
perplexity scores than a traditional sequence to se-
quence method. Conditioning on the generated
premise makes the generated story plot consistent
and has an improved long-term dependency. Over-
all, this approach improves the shortcomings of the
previous work by writing the stories directly and
being conditioned for different prompts without
retraining. Yet this model also has its limitations.
First, it relies heavily on random sampling for the
generation, which is prone to errors. Second, it
suffers from text repetition in the generated stories.
Lastly, the generated prompts are generic and less
interesting than human written writing prompts,
which often generates boring stories.

Plan and Write. (Yao et al., 2019) proposed the
Plan-and-write story generation framework. The
authors leveraged some of the characteristics of
symbolic planning and integrated it into a neural
system. Their work improves the previous litera-
ture in that it uses the titles to generate controlled
storylines rather than the auto-generated writing
prompts directly. They utilize storyline planning to
improve the generated stories’ quality and coher-
ence and thus control the generation. They explore
several story planning strategies to see their effect
on story generation. This framework takes as an
input the title of the story and then generates a sto-
ryline. The storyline and the title are then used as
input to control the story generation in a sequence
to sequence model. They also proposed two met-
rics to evaluate their model, inter-story repetition,
and intra-story repetition. The evaluations showed
that the model is more superior to the used condi-
tional language model baselines. Those evaluations
also showed that the model suffers from several
major problems: repetition, going off-topic, and
logical inconsistencies. It also utilizes a sequen-
tial language model to approximate the story plot,
which simplifies the structure and depth of a good
story plot, suggesting that generating coherent and
logical story plots is still far from being solved.

Generation by Interpolation. (Wang et al.,
2020) introduced a generation-by-interpolation
story generation model. While previously intro-

duced methods require minimal human input, they
still suffer from logical inconsistencies and off-
topic wandering. The generation by interpolation
model is designed to overcome these challenges.
It is an ending-guided model that is better than
storyline-guided models because, in the storyline-
guided, the model can easily be misled by a very
general prompt. In contrast, an ending-guided
model can use a single ending sentence to develop
a good story plot. Their ending-guided method
centers on conditioning the generation on the first
and last sentences of the story. Where a GPT-2
model (Radford et al., 2019) generates several can-
didates for a storyline, and then these candidates
are ranked based on their coherence scores using
a RoBERTa model(Liu et al., 2019). Then the sen-
tence with the highest coherence with the first and
last sentence is chosen and then generated. Their
evaluations demonstrate the informativeness of the
ending guide and the effectiveness of the coher-
ence ranking approach. The generated stories were
of higher quality and better coherence than previ-
ous state-of-the-art models. The model’s human
evaluations suggested that good stories’ assessment
needs better and deeper evaluation metrics to match
how humans define an excellent story, for exam-
ple, measuring how the organization of events and
characters can constitute better narratives. Lastly,
using a transformer-language-model-based system
improved the model’s coherence and repetition.
However, it showed that it could not manage com-
monsense inference beyond a small extend and
thus established the need to integrate more human
knowledge into the model.

Plot Machines. (Rashkin et al., 2020) proposed
a transformer-language-model-based system that
generates multi-paragraph stories conditioned on
specified outlines for these stories. This model
shows improvements in the narrative over the pre-
vious work. The approach utilizes memory state
tracking and discourse structures to better control
the generated story plot and keep track of the gener-
ated lines to maintain the coherence. The outlines
are represented with an unordered list of high-level,
multi-word descriptions of events occurring in the
story. At every step, the model generates based on
the representation of the given outline, the high-
level discourse representation, the preceding story
context, and the previous memory. Discourse rep-
resentation is an encoding of the type of paragraph
the current paragraph is, including introduction
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( i ), body ( b ), and conclusion ( c ), which is ap-
pended to the outline representations at every time
step. The preceding story context is the same as
the hidden state vectors output by the transformer’s
attention blocks upon feeding generated sentences
into a static GPT-2 model. Finally, the memory is a
concatenated vector containing both the generated
tokens and an encoded state of the story. When eval-
uated based on human preferences, the proposed
system outperforms baseline models, including Fu-
sion (Radford et al., 2018), GPT-2 (Radford et al.,
2019), and Grover (Zellers et al., 2019) in met-
rics measuring logical ordering, narrative flow, and
the level of repetitiveness. In PlotMachines, the
conditioning of generation depended on a general
outline that includes events and phrases for ease
of extraction. Even with the better performance in
PlotMachines, the stories can benefit from incor-
porating a comprehensive plot outline such as the
output of an event-based planning system that can
improve the generated stories’ depth and interest-
ingness.

Narrative controllability is still an open chal-
lenge for automatic story generation. Albeit being
an active research area in natural language gen-
eration, we can attribute some of its problems to
the new technologies that were essentially used
to improve it, which manifested after introducing
neural-based systems to story generation models.
As summarized in table 1 in appendix A, narra-
tive controllability approaches are typically ending-
focused or storyline-focused. In the ending focused,
the goal is to generate a story with a specific de-
sired ending. An example of these such systems
are (Tambwekar et al., 2019; Wang et al., 2020).
Whereas in the storyline focused, the generated sto-
ries would follow an outline of the plot. (Rashkin
et al., 2020; Yao et al., 2019; Fan et al., 2018) are
examples of such systems. Both approaches re-
flect different controllability goals which needs to
be addressed when comparing generation systems.
We also notice a shift from Seq2Seq models (Tamb-
wekar et al., 2019; Fan et al., 2018; Yao et al., 2019)
to transformer based architecture in newer models
(Rashkin et al., 2020; Wang et al., 2020).

After examining those solutions we notice that
there are three main challenges that needs to be
solved. First, rigid controls lead to low creativity
and interestingness. Second, the evaluation metrics
for the controllability of automatic story generation
systems are neither sufficient nor unified, making

it harder to evaluate and compare systems. Third,
despite the controls added to the generation pro-
cess, we still need to improve the coherence and
logical plot generation. Those challenges are an
open invitation for more research in controllability.

2.2 Commonsense Knowledge in Story
Generation

Commonsense is regarded obvious to most hu-
mans(Cambria et al., 2011), and comprises shared
knowledge about how the world works (Nunberg,
1987). Commonsense serves as a deep understand-
ing of language. Two major bottlenecks here are
how to acquire commonsense knowledge and in-
corporate it into state-of-the-art story-telling gener-
ation systems.

2.2.1 Benchmarks
Before integrating commonsense knowledge into
neural language models, the models often are
trained on commonsense knowledge bases, datasets
containing information detailing well-known facts
or causal relationships. We will first introduce these
benchmarks, which target commonsense.

ConceptNet. ConceptNet by Speer et al. (2017)
is a large semantic knowledge graph that connects
words and phrases of natural language with labeled
edges, describing general human knowledge and
how it is expressed in natural language. The data is
in form of triples of their start node, relation label,
and end node. For example, the assertion that “a
dog has a tail” can be represented as (dog, HasA,
tail). It lays the foundation of incorporating real-
world knowledge into a variety of AI projects and
applications. What’s more, many new benchmarks
extract from ConceptNet and serve other utilities.

CommonsenseQA. CommonsenseQA by (Tal-
mor et al., 2019) is a benchmark extracting from
ConceptNet’s multiple target concepts, which have
the same semantic relation, to a single source con-
cept. It provides a challenging new dataset for
commonsense question answering. Each question
requires one to disambiguate a target concept from
three connected concepts in ConceptNet. The best
pre-trained LM tuned on question answering, can
only get 55.9% accuracy on CommonsenseQA,
possessing important challenge for incorporating
commonsense into large language model.

ATOMIC. (Sap et al., 2019a) presented ATlas
Of MachIne Commonsense (ATOMIC), an atlas
for commonsense knowledge with 877K textual
descriptions of nine different types If-then rela-
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tions. Instead of capturing general commonsense
knowledge like ConceptNet, ATOMIC focuses on
sequences of events and the social commonsense
relating to them. The purpose of the dataset is
to allow neural networks abstract commonsense
inferences and make predictions on previously un-
seen events. The dataset is in the form of <event,
relation, event> and is organized into nine cat-
egories such as xIntent (PersonX’s intention) and
xEffect (effect on PersonX). For instance, “Per-
sonX makes PersonY a birthday cake xEffect Per-
sonX gets thanked”.

GLUCOSE. ATOMIC is person centric, hence
it can not be used in sentences describing events.
Mostafazadeh et al. (2020) constructs GLUCOSE
(GeneraLized and COntextualized Story Explana-
tions), a large-scale dataset of implicit common-
sense causal knowledge, which sentences can de-
scribe any event/state. Each GLUCOSE entry is
organized into a story-specific causal statement
paired with an inference rule generalized from the
statement. Given a short story and a sentence X in
the story, GLUCOSE captures ten dimensions of
causal explanations related to X. GLUCOSE shares
the same purpose with ATOMIC.

SocialIQA. SocialIQA(Sap et al., 2019b) is the a
large-scale benchmark for commonsense reasoning
about social situations, which provides 38k mul-
tiple choice questions. Each question consists of
a brief context, a question about the context, and
three answer options. It covers various types of
inference about people’s actions being described in
situational contexts. The purpose of SocialIQA is
to reason about social situations.

There are also many other benchmarks involved
in commonsense domain. MCScript(Ostermann
et al., 2018) provides narrative texts and
questions, collected based on script scenar-
ios.OpenBookQA(Mihaylov et al., 2018) is a ques-
tion answering dataset, modeled after open book
exams for assessing human understanding of a sub-
ject. Cosmos QA(Huang et al., 2019) provides
35k problems with multiple-choice, which require
commonsense-based reading comprehension.

What’s more, technique of generating common-
sense datasets are also developed. For example,
Davison et al. (2019) proposed a method for gen-
erating commonsense knowledge by transforming
relational triples into masked sentences, and then
using a large, pre-trained bidirectional language
model to rank a triple’s validity by the estimated

pointwise mutual information between the two enti-
ties. Schwartz et al. (2017) and Trinh and Le (2018)
demonstrate a similar approach to using language
models for tasks requiring commonsense, such as
the Story Cloze Task and the Winograd Schema
Challenge, respectively (Mostafazadeh et al., 2016;
Levesque et al., 2012).

2.2.2 Frameworks
Three ways of applying these benchmarks on com-
monsense story generation are (1) fine-tuning pre-
trained language models (LM) on commonsense
benchmarks, (2) perceptions of causality after gen-
erating stories, and (3) incorporating benchmarks
into language models encoding.

An intuition is to utilize commonsense knowl-
edge is to train language model on commonsense
datasets. Yang et al. (2019) integrates external
commonsense knowledge to BERT (Devlin et al.,
2019) to enhance language representation for read-
ing comprehension. Guan et al. (2020) fine-tuned
GPT-2(Radford et al., 2019) on on knowledge-
augmented data, ATOMIC and ConceptNet, for
a better performance for commonsense story gen-
eration. They firstly transform ConceptNet and
ATOMIC into readable natural language sentences
and then post-trained on these transformed sen-
tences by minimizing the negative likelihood of pre-
dicting the next token. Mao et al. (2019) and (Guan
et al., 2020) also fine-tuned GPT-2 on Concept-
Net and the BookCorpus(Kiros et al., 2015). They
achieve a less perplexity and higher BLEU score,
however, these knowledge-enhanced pre-training
model for commonsense story generation are still
far from generating stories with long-range coher-
ence.

Instead of directly training language models on
commonsense datasets, which improves LM’s logi-
cality and grammaticality, an alternative of incor-
porating commonsense into language model is to
analyze perceptions of causality or overall story
quality.

(Bosselut et al., 2019) extended upon the work
ATOMIC by Sap et al. (2019a) and ConceptNet
by Speer et al. (2017) and trained a GPT model
(Radford et al., 2018) on commonsense knowl-
edge tuples, in the format of <phrase subject,
relationship, phrase object>. The result-
ing model, COMeT, is capable of generating new
commonsense triples on novel phrases. With this
feature, automatic generated story can be evaluated
easily. The model has been proven to be efficient
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in learning commonsense knowledge tuples, as in
humans deem most COMeT-generated triples from
novel phrases to be correct. It provides a easy way
of making inferece on generated text. However, it
is Sentence-level Commonsense inferences, which
is only able to deal with short sentences, within
18 tokens. Story generation is usually in need of a
paragraph-level commonsense inference because
combining with context, the inference could be
completely different.

In order to incorporates paragraph-level informa-
tion to generate coherent commonsense inferences
from narratives, Gabriel et al. (2020) proposed a
discourse-aware model PARA-COMeT. PARA-
COMeT firstly created commonsense datasets by
(1) using COMeT to provides inference on sen-
tences in ROCStories corpus (Mostafazadeh et al.,
2016) and (2) transform inference into natural
language by human-written templates, (3) then
filter out those with low coherence with narra-
tive. PARA-COMeT consists of (1) a memory-less
model, focusing on extracting semantic knowledge
from the context, and (2) a model augmented with
recurrent memory, used for incorporating episodic
knowledge. Compared with COMeT, PARA-
COMeT demonstrated the effectiveness of generat-
ing more implicit and novel discourse-aware infer-
ences in paragraph level.

Ammanabrolu et al. (2020) also developed pro-
posed Causal, Commonsense Pot Ordering(CCPO)
on COMeT. CCPO establishs plot points by (1) ex-
tracting all the coreference clusters from a given
textual story plot using a pre-trained neural corefer-
ence resolution model(Clark and Manning, 2016),
and (2)extract a set of ¡subject, relation, object¿
triples from the story text using OpenIE(Angeli
et al., 2015). Then a plot graph between each
two plot points is generated by keep recursively
querying commonsense inference on these two plot
points. The automatic story is generated based on
the plot graphs. CCPO successfully improves per-
ceptions of local and global coherence in terms of
causality, however its performance is restricted by
commonsense inference models.

Another common method is incorporating com-
monsense knowledge graph into the model en-
coding process. Guan et al. (2019) incorporates
commonsense knowledge graph by applying fea-
tures from ConceptNet(Speer et al., 2017) and
graph attention(Veličković et al., 2018) on building
knowledge context vectors to represent the graph.

They significantly improve the ability of neural net-
works to predict the end of a story. Mihaylov and
Frank (2018) also incorporate external common-
sense knowledge into a neural cloze-style reading
comprehension model.

2.3 Other Challenges in Story Generation

There are issues in the story generation field that
are yet to be heavily researched upon. The current
emphasis of mainstream story generation research
is to produce narratives with reasonable structures
and plots and less on the cherries on top: fascinat-
ing and driven characters, consistent styles, and
creative language and plot. Some researchers have
ventured potential approaches to these currently
outstanding problems, as detailed below.

2.3.1 Characters and Entities
How characters are motivated and interact with
each other influence the progression of a story. Dif-
ferent approaches have been taken to model how
focusing on characters can produce higher-quality
generated narratives, some from the perspective of
character affect, and some from entity representa-
tion in narrative generation.

ENGEN (Clark et al., 2018) presented an entity-
based generation model ENGEN, which produces
narratives relying on: (1) the current sentence;
(2) the previous sentence, encoded by a Seq2Seq
model (S2SA); (3) dynamic, up-to-date representa-
tions of all the entities in the narrative. The entity
representation vectors are based on EntityNLM (Ji
et al., 2017), and the vectors are updated every time
their corresponding entities are mentioned. The
model was evaluated on a series of tasks, including
a novel mention generation task, where the model
fills a slot with all previous mentions of entities,
including coreferences. Similarly, the automated
sentence selection task examines ENGEN’s ability
to distinguish between the ground truth continua-
tion sentence and a distraction sentence. ENGEN

is able to out-perform both S2SA and EntityNLM
for these tasks. Another task involved Mechanical
Turk workers reading sentences generated by both
ENGEN and S2SA on the same prompts and de-
ciding which continuation is more fluent. Out of
the 50 prompt passages, Turkers preferred the EN-
GEN stories for 27 of them, and S2SA for the rest
23, although most of the human evaluations yield
similar results between the two models. Incorporat-
ing character or entity information into the context
for generation can improve model performance on
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some automated and human-evaluated tasks. The
authors contended that this design improves the flu-
ency of the generated texts. However, the lengths of
the generated segments for the human-evaluation
task are very short, usually fragments of sentences.
Therefore, it is unlikely that these generated texts
help propel the plot. Furthermore, the paper does
not indicate how the entity representations model
character interactions and how these interactions
contribute to the stories.

Using Character Affinities A dive into charac-
ter interactions in particular is detailed in (Méndez
et al., 2016), where the authors attempted to
model character interactions using numerical affin-
ity values. Character relationships are categorized
into four types: foe (lowest affinity), indifferent
(medium affinity), friend (higher affinity), and mate
(highest affinity). The system consists of a Director
Agent, which sets up the environment for interac-
tions to occur, and a set of Character Agents, each
representing a character. The authors defines that
each Character Agent interacts with the charac-
ter’s foes, friends, and mates. Actions pertinent to
different interactions are templated using defined
interaction protocols and are relatively restricted in
terms of scope. These actions are independent and
can be added upon each other to alter the affinity
values. The primary parameter of concern in this
model is the affinity between characters, a factor
related to character emotions. Although this mod-
eling approach has been suggested for narrative
generation, the authors did not provide examples of
stories generated using this character affinity model.
Instead, the authors presented affinity changes for
different Character Agents in the story to illustrate
how different affinity threshold values for foe inter-
actions affect the affinity evolution in the narratives.
The model might be considered useful for model-
ing character interactions, yet the effect affinity
changes have on the story plot remains unclear.

EC-CLF (Brahman and Chaturvedi, 2020) pro-
posed a method for story generation conditioned
on emotion arc of the protagonist by using rein-
forcement learning to train a GPT-2 model. The au-
thors suggested two emotion consistency rewards:
EC-EM and EC-CLF. EC-EM calculates how well
the generated story aligns with the given arc us-
ing character reaction inferences from COMET
(Bosselut et al., 2019); it is a modified Levensthtein
distance that considers the cosine similarities be-
tween words from the given arc and the COMET

inferences. EC-CLF, on the other hand, involves
training a BERT (Devlin et al., 2019) classifier to
identify the emotion in the generated sentences;
the reward value is the probability of the desired
emotions throughout the narrative from the clas-
sifier head. For human-evaluated tasks such as
assessing emotion faithfulness and content quality,
RL-CLF (GPT-2 trained with EC-CLF reward) out-
performed baselines including GPT-2 trained with
the emotion arc as an additional input to the nar-
rative examples (EmoSup) and GPT-2 trained on
the reward function EC-EM. This work augmented
current state-of-the-art models with the ability to
generate narratives with the protagonist’s emotion
changes following a specified emotion arc. It is an
example of how character emotions can be used
to inform story progression and improve narrative
quality. Despite the enhancement of generation
quality, the model still only focuses on one charac-
ter instead of interactions between characters.

SRL + Entity (Fan et al., 2019) generated
action-driven narratives by adapting the following
pipeline: (1) based on the prompt given, produce
an action plan with where all entities are repre-
sented with placeholder tags; (2) create an entity-
anonymized story from the action plan; (3) out-
put the full story after replacing the anonymized,
generalized entities with natural language entities.
Every entry in the action sequence consists of a
predicate, which is a verb, and a series of argu-
ments, which are the entities involved in the action.
This representation allows models to learn more
in-depth and generalizable relationships between
different verbs and characters. A convolutional
Seq2Seq model is trained on the prompts from
the WRITINGPROMPTS dataset (Fan et al., 2018)
and their corresponding action sequences. The net-
work has an attention head dedicated to past verbs
to improve verb diversity in generations.Human
preference studies showed that the novel model
generated more coherent narratives than the Fusion
model from (Fan et al., 2018); additionally, the new
model had more diversity in the generated verbs.
The technique of abstraction and generalization can
be proven useful in the story generation process,
since abstractions reveal more widely-applicable
rules in storytelling. Again, it is not clear if charac-
ter interactions are implicitly learned by the models
in this work, therefore further investigation would
be required to determine if this work is suitable for
multi-agent narrative generation.
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In this section, we examine four works in the
sub-field of character and entity-focused automated
narrative generation. Generally, representing enti-
ties in certain format can improve the quality of the
plotline, and character emotions can help inform
the story generation process. Interactions between
multiple characters are currently not the focus of
the field, but it should be for potential future re-
search.

2.3.2 Creativity
Creativity in human-authored narratives manifests
in ways including figures of speech, character traits,
and the environment for the narrative to occur in.
(Martin et al., 2016) developed a system for impro-
visational interactive storytelling based on a plot
graph as a general guideline for the generated story-
line. Recent introduction to transformer-based lan-
guage models has inspired people generating novel
contents using these language models 1, includ-
ing using GPT-2 to generate fantasy descriptions
with explicit subjects and weblinks (Austin, 2019).
Nonetheless, there has still not been much specific
research into further improving the creativity of
transformer-based language models.

3 Conclusion and Future Work

This survey discussed several directions in auto-
matic story generation research and their respective
challenges, and summarized research attempts at
solving them. The research in automatic story gen-
eration is far from done. With automated story
generation, such challenges include controlling the
story content, commonsense knowledge, inferring
reasonable character actions, and creativity. This
survey provides a dive into some of these active
research problems.

In Section 2.1, we summarized a few approaches
addressing the problem of story generation con-
trollability. We noticed that the papers we re-
viewed shared one of two goals, either controlling
the story outline or controlling the story ending.
We also observed an emerging trend towards us-
ing transformer-based language models for story
generation.

In Section 2.2, we introduced methods to incor-
porate commonsense knowledge into story genera-
tion systems and frameworks with such integrated
commonsense knowledge. Frequent approaches
include: (1) Fine-tuning on commonsense datasets,

1https://www.gwern.net/GPT-3

(2) analyzing perceptions of causality and (3) in-
corporating commonsense knowledge graph into
encoders. These methods are able to increase the
overall story quality. However, no methods can
ensure the generation of reasonable and coherent
stories. One potential path to major improvements
in this area would be to combine all of these differ-
ent approaches.

In Section 2.3, we provided insight into some
less-researched areas at the moment, including
characters in generated narratives and the creativity
of generated stories. Incorporating representations
of entities into the generation process seems to im-
prove the coherence of the plot, and character affect
can help navigate the generation space as well. Ex-
tending the work in character affect from single
character to multi characters can perhaps further
enhance the generated narratives. There has not
been much emphasis on the creativity of generated
texts.

Additionally, we highlight a few future research
problems that are worth exploring:

1. In the controllability systems we examined,
we noticed that the stories become less inter-
esting when the generation process is more
controlled. There is a trade-off between nar-
rative creativity and structural coherence of
narratives.

2. The evaluation metrics used are generally the
metrics used for other natural language gen-
eration tasks such as BLEU, perplexity, and
ROUGE. Those metrics are weak and do not
perform well for this task. Moreover, the story
generation domain needs different metrics to
capture story-specific characteristics. Such
as measures for creativity and interestingness.
Besides, there is a need to develop more robust
and unified metrics to facilitate comparisons
between systems.

3. The problems of plot incoherence and illogi-
cal plot generation are far from being solved.
Both are still very active research areas and
can be an interesting future research direction.

4. Instead of sentence-level and paragraph-level
commonsense inference, a story-level com-
monsense inference could increase the accu-
racy of inference and provides a better tool for
generating a more logic coherent story.
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Rachel Yehuda, and Jean Mary Zarate. 2018. Dia-
logues: The Science and Power of Storytelling. The
Journal of Neuroscience, 38(44):9468–9470.

Alon Talmor, Jonathan Herzig, Nicholas Lourie, and
Jonathan Berant. 2019. Commonsenseqa: A ques-
tion answering challenge targeting commonsense
knowledge. In Proceedings of the 2019 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies, Volume 1 (Long and Short Papers),
pages 4149–4158.

Pradyumna Tambwekar, Murtaza Dhuliawala, Lara J
Martin, Animesh Mehta, Brent Harrison, and
Mark O Riedl. 2019. Controllable neural story plot
generation via reward shaping. pages 5982–5988.

Trieu H Trinh and Quoc V Le. 2018. A simple
method for commonsense reasoning. arXiv preprint
arXiv:1806.02847.
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A Controllability Approaches

Model/System Architecture Condition Goal
Reinforcement Learning Reinforcement Learning on a Seq2Seq

model
Goal Event Generate a specific ending

Model Fusion Generation on two levels: CNN to gen-
erate prompt, Seq2Seq to generate story
from prompt

Generated Prompt Generate with a storyline

Plan and Write Two Seq2Seq models for plot and story
generation

Title Generate with a storyline

Generation by Interpolation GPT-2 model for sentence generation
and a RoBERTa coherence ranker

End sentence Generate a specific ending

Plot Machines end-to-end trainable transformer built
on top of the GPT with memory repre-
sentation

Outline Generate with a storyline

Table 1: Summary of controllability approaches
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Abstract

Automated story generation remains a difficult
area of research because it lacks strong ob-
jective measures. Generated stories may be
linguistically sound, but in many cases suffer
poor narrative coherence required for a com-
pelling, logically-sound story. To address this,
we present Fabula Entropy Indexing (FEI), an
evaluation method to assess story coherence
by measuring the degree to which human par-
ticipants agree with each other when answer-
ing true/false questions about stories. We
devise two theoretically grounded measures
of reader question-answering entropy, the en-
tropy of world coherence (EWC), and the en-
tropy of transitional coherence (ETC), focus-
ing on global and local coherence, respectively.
We evaluate these metrics by testing them on
human-written stories and comparing against
the same stories that have been corrupted to in-
troduce incoherencies. We show that in these
controlled studies, our entropy indices provide
a reliable objective measure of story coher-
ence.

1 Introduction

Automated story generation is one of the grand
challenges of generative artificial intelligence. AI
storytelling is a crucial component of the human
experience. Humans have always used storytelling
to entertain, share experiences, educate, and to fa-
cilitate social bonding. For an intelligent system
to be unable to generate a coherent story limits its
ability to interact with humans in naturalistic ways.

There have been a number of techniques ex-
plored for story generation; these include symbolic
planning, case-based reasoning, neural language
models and others. Despite extensive research, au-
tomated story generation remains a difficult task.

One of the reasons why automated story gener-
ation is such a difficult area of research is due to
weak objective validation measures. Traditional
automated measures of natural language quality—

perplexity and n-gram based methods such as
BLEU (Papineni et al., 2002)—are insufficient in
creative generation domains such as story genera-
tion. These metrics assume that generated language
can only be good if is resembles testing data or a
given target story. This precludes the possibility
that stories may be good yet be completely novel.
Indeed, the goal of story generation is usually the
construction of novel stories.

In the absence of automated evaluation metrics,
the alternative is to use human participant stud-
ies. Human participants, typically recruited via
crowdsourcing platforms (e.g Mechanical Turk or
Prolific), are asked to read the stories generated
by various systems and provide subjective rating
or rankings. Questionnaires may ask participants
to rate or rank the overall quality of stories, but
may also ask specific questions about features of
stories such as fluency or coherence. Coherence is
particularly difficult feature of stories to measure
because the term “coherence” can mean different
things to different participants.

In this paper, we introduce a technique for objec-
tive human participant evaluation, called Fabula
Entropy Indexing (FEI). FEI provides a structure
for metrics that more objectively measure story
coherence based on human question-answering.
A fabula is a narratological term referring to the
reader’s inferred story world that a story takes place
in, whether it be similar to the real world or a
fantasy or science fiction world. The reader may
of course be surprised by certain events but other
events may seem implausible or contradictory, thus
disrupting coherence. As they read, humans form
cognitive structures to make sense of a story, which
in turn can be used to answer simple true/false ques-
tions about the story. As such, an incoherent story
results in readers making random guesses about the
answers to these questions. FEI metrics thus mea-
sure the entropy of the answers—how much the
answers disagree with each other—which directly
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correlates with the coherence of the story.
We introduce two such FEI metrics: Entropy

of Transitional Coherence (ETC) and Entropy of
World Coherence (EWC), measuring (respectively)
sequential coherence between events in a story, and
the internal coherence of the story world: the facts
about characters, objects, and locations that dis-
tinguish a story. The correlation between human
question-answering and these metrics are grounded
in narratological1 theories.

To validate the measure, we test our metrics on
human-written stories as well as corrupted versions
of those stories. For the corrupted stories, we arti-
ficially reduce the coherence by altering elements
of the story. We show that FEI metrics evaluate
non-corrupted human-written stories as having low
entropy and corrupted stories as having higher en-
tropy.

2 Background and Related Work

2.1 Automated Story Generation
Early story and plot generation systems relied on
symbolic planning (Meehan, 1976; Lebowitz, 1987;
Cavazza et al., 2003; Porteous and Cavazza, 2009;
Riedl and Young, 2010; Ware and Young, 2011) or
case-based reasoning (Pérez y Pérez and Sharples,
2001; Peinado and Gervás, 2005; Turner, 2014).
An increasingly common machine learning ap-
proach to story generation is to use neural language
models (Roemmele, 2016; Khalifa et al., 2017;
Clark et al., 2018; Martin et al., 2018). These
techniques have improved with the adoption of
Transformer-based models, such as GPT-2 (Rad-
ford et al., 2019). While GPT-2 and similar neural
language models are considered highly fluent from
a grammatical standpoint.

In these systems, a neural language model learns
to approximate the distribution Pθ(tokn|tok<n)
where θ is the parameters that approximate the pat-
tern of an underlying dataset. Stories are produced
by providing an initial context sequence, then iter-
atively generating additional tokens by sampling
from the distribution. When the language model
is trained on a corpus of stories, subsets of the
generated text tend to also be a story.

One of the reasons why story generation is chal-
lenging is because of the strong requirement that
stories be coherent. Coherence can refer to read-
ability/fluency. However, stories also require plot
coherence, which is how well the elements of a

1Narratology is the study of stories and storytelling.

plot cohere with each other. Studies of human read-
ing comprehension (Trabasso and Van Den Broek,
1985; Graesser et al., 1991, 1994) show that hu-
mans comprehend stories by tracking the relations
between events. Reader comprehension studies
suggest that readers rely on the tracking of at least
four types of relations between events: (1) causal
consequence, (2) goal hierarchies, (3) goal initia-
tion, and (4) character intentions. The perceived
coherence of a story is a function of the reader
being able to comprehend how events correlate to
each other causally or how they follow characters’
pursuits of implicit goals.

To control the generation and achieve greater
coherence, a high-level plot outline can either
be generated or given as an input to a language
model. (Fan et al., 2018; Peng et al., 2018; Rashkin
et al., 2020; Brahman and Chaturvedi, 2020).
These techniques can produce more coherent sto-
ries when their guidance forces different parts of
the story to appear related or to follow a pattern
acceptable to humans.

Tambwekar et al. (2018) attempt to train a neu-
ral language model to perform goal-based genera-
tion. They fine-tune a neural language model with
a policy-gradient reinforcement learning technique
that rewards the language model for generating
events progressively closer to the goal event.

2.2 Story Generator Evaluation

Traditional automated measures of natural lan-
guage quality such as perplexity or n-gram com-
parisons (e.g., BLEU) are generally considered in-
sufficient for evaluating story generation systems.
Perplexity is the measure of how well a model cap-
tures the patterns in an underlying dataset. Implicit
in the notion of perplexity is the belief that the qual-
ity of a model is tied to its ability to reconstruct its
own data. However, in automated story generation,
stories that are very dissimilar to training and test-
ing data can also be “good”. Likewise, BLEU (and
related techniques such as ROGUE and sentence
mover techniques (Clark et al., 2019)) measure a
language model’s ability to produce n-grams in a
specific target sentence, whereas a good story may
not resemble a given target story and yet still be
coherent.

The gold standard for evaluation of automated
story generation systems is to use human partic-
ipant studies. Many systems are evaluated with
subjective questionnaires in which human partic-
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ipants either rate generated stories on a scale, or
rank pairs of stories. Often a single question is
asked about overall quality. Other subjective ques-
tions focusing on different story attributes, such as
coherence, may be asked as well. Asking questions
about coherence is tricky as participants may have
different notions of what coherence might mean,
from grammatical notions of coherence to logical
story structure.

Purdy et al. (2018) introduced a set of subjec-
tive questions for human participant studies about
global coherence, local consistency, grammatical-
ity, and overall story quality. Algorithms to pre-
dict how humans would answer these questions
were also introduced. The goal of this work was
to reduce reliance on expensive human-participant
studies. One innovation is that they don’t directly
ask about coherence, which can be an ambiguous
term, but instead ask questions such as “the story
appears to be a single plot”. This set of questions
has been used by Tambwekar et al. (2019) and Am-
manabrolu et al. (2020). The algorithms introduced
by Purdy et al. (2018) were validated and proven to
be reliable predictors but the measure of coherence
was shown to be the weakest predictor.

The USER technique, introduced as part of Sto-
rium (Akoury et al., 2020), is a means of evaluating
stories by giving human participants the means to
edit a generated story. They measure the largest
subsequence not edited by the author during a story
continuation. They conclude that their measure
is strongly correlated with human evaluation of
coherency.

Li et al. (2013) evaluated their story generation
system using an objective human participant study.
They generated stories and then had humans add
sentences, delete sentences, or swap sentence or-
derings. The number of edits is used to score the
story generation system (lower is better).

Riedl and Young (2010) also evaluated their
story generation system with an objective human
participant study based on cognitive science. They
conducted a question-answering protocol to elicit
the cognitive model that humans had about the
causal relations and goals of characters. Specifi-
cally they constructed a number of questions that
the story generation system believed human read-
ers should be able to answer. The measure of story
quality was the degree to which humans answered
the questions the way the algorithm predicted they
would. This technique is the most similar in nature

to our proposed measure of coherence; our tech-
nique is mathematically grounded and not tied to
any particular way of generating stories.

3 Preliminaries

In this section we review narratological definitions
that will be relevant to understanding how to mea-
sure the Fabula Entropy Indices.

Definition 3.1. A narrative is the recounting
of a sequence of events that have a continuant
subject and constitute a whole (Prince, 2003).

An event describes some change in the state of
the world. A “continuant subject” means there is
some relationship between the events—it is about
something and not a random list of unrelated events.
All stories are narratives, but also include some
additional criteria that are universally agreed upon.

Structural narratologists suggest there are dif-
ferent layers at which narratives can be analyzed:
fabula and syuzhet (Bal and Van Boheemen, 2009)

Definition 3.2. The fabula of a narrative is an
enumeration of all the events that take place the
story world.

Definition 3.3. The syuzhet of a narrative is a
subset of the fabula that is presented via narra-
tion to the audience.

The events in the fabula are temporally sequenced
in the order that they occur, which may be different
than the order in which they are told. Most notably,
the events and facts in the fabula might not all exist
in the final telling of the narrative; some events and
facts might need to be inferred from what is actu-
ally told. It is not required that the syuzhet to be
told in chronological order, allowing for achrono-
logical tellings such as flash forward, flashback,
ellipses (gaps in time), etc.

They key is that readers interact more closely
with syuzhet and must infer the fabula through the
text of the syuzhet. Because a fabula inferred, it
may be occuring in one of many possible worlds in
a modal logic sense (Ryan, 1991).

Definition 3.4. A story world is a set of possi-
ble worlds that are consistent with the facts and
events presented to the reader in the syuzhet.

As events and facts are presented throughout the
narrative, the probability cloud over story worlds
collapses and a reader’s beliefs become more cer-
tain.

Events in the fabula and story world have differ-
ent degrees of importance:

86



Definition 3.5. A kernel is a narrative event
such that after its completion, the beliefs a reader
holds as they pertain to the story have drastically
changed.

Definition 3.6. A satellite is a narrative event
that supports a kernel. They are the minor plot
points that lead up to major plot points. They do
not result in massive shift in beliefs.

Satellites imply the existence of kernels, e.g. small
plot points will explain and lead up to a large plot
point, but kernels do not imply the existence of
satellites—kernels do not require satellites to exist.
A set of satellites, s = {s1, . . . , sn}, is said to be
relevant to a kernel k if, after the kernel’s compe-
tition, the reader believes that the set of questions
posed by k are relevant to their understanding of
the story world given prior s.

An implication of kernels and satellites is that
one can track a reader’s understanding of a story
over time by asking the reader questions relevant
to the story before and after each major plot point.
As kernels change the reader’s beliefs about the
story world and the fabula, then their answers to
questions change as well.

4 Fabula Entropy Indexing

Fabula Entropy Indexing (FEI) measures story co-
herence based on human question-answering. Hu-
mans build cognitive structures to make sense of a
story, which in turn can be used to answer simple
true/false questions about the story. A coherent nar-
rative results in readers having well-formed cogni-
tive models of the fabula and story world(Graesser
et al., 2003; Trabasso et al., 1982). Because the
cognitive models formed during reading are pre-
dictable across readers one can infer that coherent
stories result in readers being more likely to an-
swer questions about a story similarly (Graesser
et al., 1991). Incoherent stories thus result in read-
ers making random guesses about the answers to
questions. FEI looks at the entropy of the answers—
how much readers disagree with each other—as a
signal of coherence of the story.

We decompose FEI into two separate metrics.
Entropy of Transitional Coherence (ETC) measures
the necessity of transitional ordering: in time t,
event or fact x is necessary to maintain a story’s
coherence. In other words, was this fact probable
before t? This establishes whether a reader could
reasonably anticipate the occurring between two
events. Entropy of World Coherence (EWC) on the

other hand is not time dependent. EWC measures
the probability of an event or fact y occurring at
any time in a story world.

The core idea of Fabula Entropy Indexing is that
readers can be asked true/false questions and that
the agreement in readers’ answers indicates coher-
ence. However, questions must take the form of
implications q : A =⇒ B (read “if A then B”)
and the two propositions A and B must have rele-
vance to each other.

Definition 4.1. For a question about a story, q,
of the form “if A then B” with possible values
for A = {T, F} and possible values for B =
{T, F}. Identifying A with the set of possible
answers to it, we say that the relevance of B to
A given some prior γ is

H(A = ai|γ)−H(B = bj |A = ai, γ) (1)

where ai and bj are the true answers to A and B
and H refers to binary entropy. (Knuth, 2004).

Note that the relevance of B to A depends on the
ground truth. Consider the case where A is “is
Harry Potter the prophesied Heir of Slytherin?” and
B is “can Harry Potter speak Parseltongue because
he is a descendent of Slytherin?”. If Harry is a
blood descendant of Slytherin and that is why he
can speak Parseltongue, then B is highly relevant
to A. However, the actual truth of the matter is that
Harry’s abilities are completely independent of his
heritage. Therefore B does not have relevance to
A even though it could have had relevance to A
had the ground truth been different.

4.1 Entropy of Transitional Coherence

Certain facts or events in stories have temporal de-
pendencies. For example, a protagonist may ham-
mer a nail into the wall. If subsequent events reveal
the fact that the protagonist never held a hammer
this causes temporal or transitional incoherence.

If we force our question to be an implication,
namely of the form “Given that A occurs within
the story, then B", we are attempting to determine
the relevance of a query B to a query A = true,
specifically:

H(A = true|γ)−H(B = bj |A = true, γ).

If A is given within the reader’s inferred fabula,
then A is always true and we simply want to query
about B. However if A is undetermined within the
reader’s inferred fabula then we are as a whole
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querying about “If A then B,” and forcing the
reader to reconcile bothA andB without any belief
about A.

Entropy of Transitional Coherence therefore
asks questions of readers in which A is a belief
from before a kernel and B is a belief from after
a kernel. Let question q be of the form “Given
that A occurs within the story, then B.” That is
q := A =⇒ B. Let P (q) refer to the proportion
of story worlds where q is true. The stronger the
reader’s belief, the more possible worlds in which
q is true, and the higher the probability. Across all
readers answering the question:

H(P (q)) = H(q|γ)
= H(A = T |γ)−H(B = bj |A = T, γ)

(2)

By averaging across all questions Q that span
kernels, we arrive at the definition of ETC:

E(Q) =
1

|Q|
∑

q∈Q
H
(
P (q)

)
(3)

In the context of Entropy of Transitional Coherence,
ETC(Q) = E(Q).

Consider the following example for discussing
the importance of ETC. A person needed a bath,
so they went for a run. A possible query here
would be “Given a person needed a bath, does
this contradict that they went for a run?" In this
particular example, we can assume going for a
run is a kernel and as such this query measures
if needing a bath is a plausible precondition to
desiring to go on a run. Equivalently, does the
reader believe “If the person needs a bath, then
they go for a run.” If the story makes less sense to
the reader, the reader attempts to reconcile these
two clauses and as such would be more likely to
guess.(Trabasso et al., 1982; Mandler and Johnson,
1977)

4.2 Entropy of World Coherence
Whereas Entropy of Transitional Coherence mea-
sures coherence as events cause the story world to
change, Entropy of World Coherence (EWC) mea-
sures the coherence of static fact about the story
world. For example if a story contains a protagonist
that is described as being short but is also described
as hitting their head on the top of a doorframe, we
might find readers have more varied responses to a
question about the protagonist’s height.

Entropy of World Coherence also uses Equa-
tion 3 (that is, EWC(Q) = E(Q)) but does not

require that the questions reference before and after
kernels. There need not be any temporal require-
ment to questions. Instead EWC relies on questions
about descriptive elements in a story, as signified by
adjective and adverbs. However, these descriptions
of characters, objects, or places must be integral to
at least one event in the narrative.

4.3 Measuring Coherence with Human
Participant Studies

Having mathematically defined our two coherence
metrics, ETC and EWC, as a function of readers
responding to a set of questions about temporal or
non-temporal aspects of a story, we now describe
how we use ETC and EWC to measure coherence
of stories, particularly those from by automated
story generation systems. There are three key steps
to Fabula Entropy Indexing as a methodology.

The first step is to use an automated story gen-
eration system to generate a number of stories that
are representative of its capabilities. Typically this
would be done by randomly seeding the generator.

The second step is to produce a number of ques-
tions. To produce questions for ETC, one identifies
the kernels—the major plot points—and constructs
questions such as:

• Does Entity A’s sentiment/emotion change be-
tween line N-1 and N?

• Does Object A change possession in Line
N+1?

To produce questions for EWC, one identifies ad-
jectives and adverbs that could be changed, such
as:

• Does [Adverb/Adjective] contradict an asser-
tion on Line N?

• Could [Adverb/Adjective] be removed and the
story world would remain unchanged?

One would want to produce as many questions as
possible. Note that while the questions above do
not read as implications immediately, they can be
expressed as the required implications after a bit of
work and thus still satisfy our constraint.

It doesn’t matter what the questions are or what
the answers are—we do not require a ground truth—
as long as the questions reference aspects of the
story that can impact readers’ cognitive model for-
mation. ETC and EWC guide us toward kernels and
attributes, respectively. Fabula Entropy Indexing
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measures coherence by observing the agreement
between human participants when answering these
questions.

The third step is to recruit human study partic-
ipants to read a story and then answer the associ-
ated questions. There is no ground-truth “correct”
answers—we are not testing participants ability to
answer in a certain way. Instead, we use Equation 3
to measure agreement between responses, under
the assumption that more coherent stories prompt
readers to construct more consistent mental models
of the fabula and story world.

ETC and EWC can be compared between rep-
resentative sets of stories between different auto-
mated story generation systems. Lower entropy
values implies greater coherence.

5 Experiments

To validate Fabula Entropy Indexing in general,
and ETC and EWC in particular, we need to ver-
ify that the methodology in Section 4.3 produces
low entropy values for coherent stories and high
entropy values for incoherent stories. Because au-
tomated story generation is still an open research
question, we validate ETC and EWC on human-
written stories that are known to be coherent. We
assume that human-written stories are coherent. To
compare entropy indices against incoherent stories,
we devise a technique for corrupting human written
stories in particular ways that are likely to result in
incoherent stories. Exemplar corruptions include
negating adjectives, swapping events from differ-
ent stories or randomly changing key descriptors
of characters.

5.1 Entropy of World Coherence Stories

For EWC, we source a number of short stories by
authors such as Rumi, Tolstoy and Gibran. Specif-
ically, this is a subset available in a public reposi-
tory2 unaffiliated with the authors of this paper. For
each story we subdivide them into 10-line segments
if the story was longer than 10 lines. We selected 9
stories for the experiment.3

To create a corrupted story baseline in which
story coherence is less assured, we copied the 9
stories and made changes to them. We recruited 4

2https://github.com/pelagia/short-stories
3In both the ETC and EWC cases we had intended to eval-

uate over 10 stories but one story was rejected due to one of
the stories inadvertently having a controversial interpretation
when corrupted and which was only pointed out to us by one
of the question-answering participants.

participants who are unaffiliated with the research
team and asked them to independently select a sub-
set of the adjectives and adverbs from a story and
swap them for their antonyms. This produced sto-
ries that are, at a story world level, less coherent
since due to the highly descriptive nature of the
stories one swap was more likely to lead to a con-
tradiction later on in the story. Participants were
required to create the inconsistency and not to fix
their incoherency with more swaps. Participants
were compensated $20/hr to complete this task.

5.2 Entropy of Transitional Coherence
Stories

For Transitional Coherence we require a direct
correspondence between events and sentences.
Plotto (Cook, 2011) is a compilation of plot points
with annotations about which plot points can be
followed by others. Plotto can thus be used to gen-
erate plot outlines assembled from human-written
segments. The Plotto plot points contain few ad-
jectives and plot outlines generated from the Plotto
technique are unambiguous with respect to transi-
tions in the story world. Since plotto consists of
plot points, every vertex, and in our case line num-
ber, using the Plotto technique is a kernel. Within
every kernel are a number of sentences, typically
2-3, that denote the satellites.

Since Plotto directly states plot points rather than
having the reader infer them, this allows us to con-
trollable corrupt the order of plot points by swap-
ping lines- something that is rarely possible with
human written short stories.

To construct stories for measuring ETC, we use
the Plotto technique to generate 5-6 sentence short
stories. For the experiment we generated 9 stories
in this way.

To construct corrupted stories, we copied the
9 stories above and then swap the order of plot
points, which results in incoherence (e.g. a bur-
glar getting away with a crime before they’re even
born). We generate Plotto stories with 5 vertices,
and randomly choose a span of 3 vertices. Within
that span, we shuffle their order.

5.3 Question Generation
To measure ETC and EWC we require a set of
true/false questions for each story. To ensure that
we do not introduce experimental bias in questions
for each story, we recruited 4 people to write ques-
tions for each story. Question writers were com-
pensated $20/hr and produced 10-15 questions per
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story.
For the corrupted sets of both Plotto and non-

Plotto stories, we task a human participant to write
questions guided by a set of templates which pro-
vide the best coverage over the more likely reader
possible worlds. That is to say, if there were N
reasonable interpretations of the story, we aimed to
have our human subjects construct questions that
could differentiate between N interpretations. Said
another way, all templates probe the probability or
plausibility of one plot point occurring or impact-
ing the reader’s comprehension of other plot points,
in some way.

Participants were provided a packet which in-
cludes a description of the research, instructions
for the task and a list of templates to follow when
generating questions. Templates were also used
to standardize the format of questions human par-
ticipants in the subsequent experiment would re-
ceive. Question writing participants could freely
choose the entities, properties and line numbers
represented in each question.

A partial list of corruption prompts and a full list
of question templates with some exemplar comple-
tions are provided in the Appendix.

5.4 Methodology
For each task, we recruit 180 participants on the
Prolific platform, split evenly between ETC and
EWC tasks. Demographic screening excluded any
non-US individuals, individuals for whom English
is not their first language, as well as those with
linguistic impediments on the basis of the tasks’
relative comprehension complexity. Each worker
was either given corrupted stories or uncorrupted
stories, but never both. This was done to prevent a
worker from seeing both the uncorrupted and cor-
rupted version of a story and as such biasing the
results. Every worker received a randomized set
of 3 stories. For each story, 10-15 yes or no ques-
tions were asked about interdependencies between
sentences of the same story. Workers were compen-
sated $20/hr for their time and given a screening
question that was a handmade EWC and ETC ex-
ample respectively. These examples were not used
in computing the final result.

5.5 Results
The results are summarized in Figure 1 for Entropy
of Transitional Coherence and Figure 2 for Entropy
of World Coherence. The bars on the left are the
results for uncorrupted, original stories and the bars

Figure 1: Entropic indices of transitional coherence de-
rived from human participant evaluation of Plotto sto-
ries. Lower is better.

Figure 2: Entropic indicies of world coherence derived
from human participant evaluation of the non-Plotto
story dataset. Lower is better.

on the right are for the stories modified to corrupt
coherence. The red line indicates the mean of each
distribution. Median is not reported. The results
suggest that original stories have lower entropy and
are thus more coherent. This validates fabula en-
tropy indexing because the corruptions we applied
to the same set of stories are designed to interfere
with readers’ abilities to form a well-formed model
of the fabula and story world.

We do not report statistical significance because
statistical significance tests are undefined on en-
tropy distributions, which are not probability distri-
butions.

6 Discussion

From the results, we can make some observations.
The first is that the corrupted stories are not a tradi-
tional experimental baseline. The corruptions were
designed to show that intentionally introduced inco-
herencies do in fact result in an increase in entropy.
Second, the corruptions are designed to introduce
the smallest possible amount of incoherence to sto-
ries as possible. Therefore, we would not expect
a large increase in entropy due to a single corrup-
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tion per story. The fact that entropy increases with
the introduction of minimalist corruptions indicates
that Fabula Entropy Indexing is sensitive to such
small changes. We would anticipate an automated
story generator that routinely makes transitional
or world coherence errors to result in much more
significant differences in entropy values.

The entropies for corrupted stories have more
dense distributions. Not only was there more dis-
agreement about the answers to questions, but the
disagreement was consistent across all stories. This
is to be expected because the corruptions are syn-
thetically designed to damage story coherence. The
entropy distributions for real stories was spread
over a wider range of entropy values per story.

ETC might not be as strong a metric as EWC.
The average ETC of uncorrupted stories is higher
than the EWC of uncorrupted stories. This may
be due to (a) human tolerance for event ordering
variations; (b) the Plotto technique may have pro-
duced plots in which plot points are only loosely
connected; (c) our swap-based corruptions may not
always produce incoherent stories.

The quality of the entropy indices are highly
dependent on the extent to which the true/false
questions target points in the story where potential
incoherence can arise. It may theoretically be pos-
sible for some automated story generators to auto-
matically generate good sets of questions, however
this is currently an open research problem. The
authors of this paper could have generated a better
set of true/false questions targeting ETC and EWC
than those unaffiliated with the research. However,
doing so introduces the possibility of experimenter
bias, which needs to be avoided by those who use
this evaluation technique.

FEI has a couple of limitations. First, to measure
ETC one must be able to identify kernels and make
questions about elements before and after the ker-
nels. Second, to measure EWC, the stories must be
highly descriptive in nature and that there are plot
points that are dependent on adjectives; many story
generators do not produce descriptive texts.

FEI was validated on short stories, of 10 sen-
tences or less. While there is no theoretical reason
it will not work on longer stories, it will require
substantially more questions to be produced and
answered by human participant studies.

We have used the Fabula Entropy Indexing
method described in this paper to evaluate an au-
tomated story generation system in (under review,

2021). The REDACTED system was designed ex-
plicitly to increase coherence of automatically gen-
erated stories over a large pretrained transformer
language model baseline. The combined ETC and
EWC for the experimental system were lower than
the language model baseline. Moreover, we also
compared the entropy indices of human-written
baseline stories, showing that human stories result
in lower entropy values than AI generated stories,
which is to be expected at this time. This consti-
tutes the first successful use of FEI for its intended
purpose of evaluating automated story generation
systems.

As part of the above real-world test case of FEI,
we also performed a subjective human-participant
study, showing that the entropy indices are low
when humans report perceived coherence. We did
not perform a subjective human participant study
for this paper since we were working on stories that
came from sources with reliable coherence.

7 Conclusions

Automated Story Generation research requires
strong, reliable evaluation metrics, which have
largely been absent, hampering research progress.
We present the Fabula Entropy Indexing technique
for objectively evaluating the coherence of stories.
We demonstrate the effectiveness of this technique
by showing how two FEI metrics, entropy world
coherence and entropy transitional coherence, can
be used to clearly discriminate between stories with
and without coherence corruption. In contrast to
subjective human participant studies, where it is
challenging to get participants to answer questions
about coherence, FEI provides a numerical rating
of the coherence of stories that is grounded in the-
ory.
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A Appendices

A.1 Alteration Templates4

The [Adjective1] Object/Entity/Event -> The
[Adjective2] Object/Entity/Event

The [Adjective1] Object/Entity/Event -> The not
[Adjective1] Object/Entity/Event

Object/Entity/Event is [Adverb1] [Adjective1] ->
Object/Entity/Event is [Adverb1] [Adjective2]

Object/Entity/Event is [Adverb1] [Adjective1] ->
Object/Entity/Event is [Adverb2] [Adjective1]

Object/Entity/Event [Adverb1][Verb] -> Ob-
ject/Entity/Event [Adverb2][Verb]

These are just a small sample of templates given
the complex nature of certain sentences. You can
make alterations beyond this but adhere to the
rules above.

A.2 Question Templates: EWC
In the context of this narrative setting, is [Ad-
verb/Adjective] plausible? (e.g. an “otherworldly”
dog showing up in a short story about World War 2

4Additional clarifying examples were given to participants
when they requested them during task completion.

where you might otherwise describe a “stray” dog.
Note: This may not be a constraint for all readers -
those answering questions will only assess based
on their belief about the world.)

Prior to this line did you imagine [Ad-
verb/Adjective] was a possible descriptor
for Object/Entity/Event?

After this line containing [Adverb/Adjective] do
you hold the belief this is a possible descriptor or
do you reject it?

Because of [Adverb/Adjective] does Line N
contradict information in another line?

Because of [Adverb/Adjective] does this in-
dicate emotional valence (extreme sentiment)
toward an Object/Entity/Event?

In the line with [Adverb/Adjective] does
this alter Author or Entity sentiment toward
Object/Event?
Because of [Adverb/Adjective] does this change
your sentiment toward some Entity/Object/Event?

Does [Adverb/Adjective] contradict an as-
sertion on Line N?

Could [Adverb/Adjective] be removed and
the story world would remain unchanged?

Without [Adverb/Adjective] on Line N, Line N+1
would not have happened.

A.3 Question Templates: ETC

Does Entity A’s perception of Entity B change?

Do all Entities in Line N observe or gain
awareness of Events in Line N+1?

Do the Events in Line N+1 contradict Events in
Line N?

Does Entity A’s sentiment/emotion change
between line N-1 and N?

Does Object A still retain State S?

Does Object A change possession in Line
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N+1?

Is Object A in Line N+1 necessary for Events in
line N to occur?

Is there a change in context or location be-
tween these lines?

Is knowledge of Object A necessary for un-
derstanding the following line?

Does Line N have causal dependencies es-
tablished in Line N-1?

Could Line N-1 occur before Line N?

A.4 Selected Questions
Does "awful" contradict an assertion on line 1?

Could "shaped" in line 4 be removed and
the story world would remain unchanged?

Because of "tall" does line 9 contradict in-
formation in another line?

Could line 1 and 5 both be removed and
have no effect on the story?

Is there a change in context or location be-
tween line 2 and 5?

Do the events in line 3 contradict events in
line 2?
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Abstract

In this paper, we propose the beginnings of a
formal framework for modeling narrative qua
narrative. Our framework affords the ability
to discuss key qualities of stories and their
communication, including the flow of informa-
tion from a Narrator to a Reader, the evolu-
tion of a Reader’s story model over time, and
Reader uncertainty. We demonstrate its appli-
cability to computational narratology by giv-
ing explicit algorithms for measuring the ac-
curacy with which information was conveyed
to the Reader, along with two novel measure-
ments of story coherence.

1 Introduction

Story understanding is both (1) the process through
which a cognitive agent (human or artificial) men-
tally constructs a plot through the perception of a
narrated discourse, and (2) the outcome of that pro-
cess: i.e., the agent’s mental representation of the
plot. The best way to computationally model story
understanding is contextual to the aims of a given
research program, and today we enjoy a plethora
of artificial intelligence (AI)-based capabilities.

Data-driven approaches—including statistical,
neural, and neuro-symbolic ones—look to narrative
as a benchmark task for demonstrating human-level
competency on inferencing, question-answering,
and storytelling. That is, they draw associations
between event (Chambers and Jurafsky, 2008),
causal (Li et al., 2012), and purposive (Jiang and
Riloff, 2018) information extracted from textual
or visual narrative corpora to answer questions or
generate meaningful stories that depend on infor-
mation implied and not necessarily expressed by
stories (e.g. Roemmele et al., 2011; Mostafazadeh
et al., 2016; Martin et al., 2018; Kim et al., 2019).

Symbolic approaches seek to understand narra-
tive, its communication, and its effect by using
AI techniques as computational modeling tools,

including logic, constraint satisfaction, and auto-
mated planning. These include efforts to model
creative storytelling as a search process (Riedl and
Young, 2006; Thue et al., 2016), generating sto-
ries with predictable effects on their comprehen-
sion by audiences (Cardona-Rivera et al., 2016),
and modeling story understanding through human-
constrained techniques (Martens et al., 2020).

Despite recent advances, few works have offered
a thorough conceptual account of narrative in a
way that affords reconciling how different research
programs might relate to each other. Without a
foundation for shared progress, our community
might strain to determine how individual results
may build upon each other to make progress on
story understanding AI that performs as robustly
and flexibly as humans do (Cardona-Rivera and
Young, 2019). In this paper, we take steps toward
such a foundation.

We posit that such a foundation must acknowl-
edge the diverse factors that contribute to an artifact
being treated as a narrative. Key among these fac-
tors is a narrative’s communicative status: unlike
more-general natural language generation (cf. Gatt
and Krahmer, 2018), an audience’s belief dynam-
ics—the trajectory of belief expansions, contrac-
tions, and revisions (Alchourrón et al., 1985)—is
core to what gives a narrative experience its qual-
ity (Herman, 2013). Failure to engage with nar-
ratives on these grounds risks losing an essential
aspect of what makes narrative storytelling a vi-
brant and unique form of literature.

To that end, we define a preliminary theoretical
framework of narrative centered on information
entropy. Our framework is built atop model theory,
the set-theoretic study of language interpretation.
Model theory is a field of formal logic that has been
used extensively by epistomologists, linguists, and
other theorists as a framework for building logical
semantics.
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Contributions. In this paper, we propose the be-
ginnings of a formal framework for modeling nar-
rative qua narrative. Our framework affords dis-
cussing the flow of information from a Narrator to
a Reader, the evolution of a Reader’s story model
over time, and Reader uncertainty. Our work is
grounded in the long history of narratology, draw-
ing on the rich linguistic and philosophical history
of the field to justify our notions.

We use our framework to make experimentally
verifiable conjectures about how story readers re-
spond to under-specification of the story world and
how to use entropy to identify plot points. We
additionally demonstrate its applicability to compu-
tational narratology by giving explicit algorithms
for measuring the accuracy with which information
was conveyed to the Reader. We also propose two
novel measurements of story coherence.

2 Pre-Rigorous Notions of Narrative

Before we can begin defining narrative in a formal
sense, we must examine the intuitive notions of
what narrative is supposed to mean. While we
cannot address all of the complexity of narratology
in this work, we cover some key perspectives.

2.1 Narratives as Physical Artifacts

We begin with the structuralist account within nar-
ratology; it frames a narrative (story) as a commu-
nicative, designed artifact—the product of a narra-
tion, itself a realization (e.g. book, film) of a dis-
course (Hühn and Sommer, 2013). The discourse
is the story’s information layer (Genette, 1980): an
author-structured, temporally-organized subset of
the fabula; a discourse projects a fabula’s infor-
mation. The fabula is the story’s world, which in-
cludes its characters, or intention-driven agents; lo-
cations, or spatial context; and events, the causally-,
purposely-, and chronologically-related situation
changes (Bal, 1997; Rimmon-Kenan, 2002).

As a designed artifact, a narrative reflects au-
thorial intent. Authors design the stories they tell
to affect audiences in specific ways; their designs
ultimately target effecting change in the minds of
audiences (Bordwell, 1989). This design stems
from the authors’ understanding of their fabula and
of the narration that conveys its discourse. When
audiences encounter the designed artifact, they per-
form story understanding: they attempt to mentally
construct a fabula through their perception of the
story’s narration.

2.2 Narratives as Mental Artifacts

Story psychologists frame the narration as instruc-
tions that guide story understanding (Gernsbacher
et al., 1990). The fabula in the audience’s mind
is termed the situation model—a mental repre-
sentation of the virtual world and the events that
have transpired within it, formed from informa-
tion both explicitly-narrated and inferable-from a
narration (Zwaan and Radvansky, 1998). The situa-
tion model itself is the audience’s understanding; it
reflects a tacit belief about the fabula, and is manip-
ulated via three (fabula-belief) update operations.
These work across memory retrieval, inferencing,
and question-answering cognition: (1) expansion,
when the audience begins to believe something,
(2) contraction, when the audience ceases to be-
lieve something, and (3) revision, when the au-
dience expands their belief and contracts newly
inconsistent beliefs.

2.3 Narratives as Received Artifacts

To the post-structuralist, the emphasis that the psy-
chological account puts on the author is fundamen-
tally misplaced (Barthes, 1967). From this point
of view, books are meant to be read, not written,
and how they influence and are interpreted by their
readers is as essential to their essence as the inten-
tion of the author. In “Death of the Author” Barthes
(Barthes, 1967) reinforces this concept by persis-
tently referring to the writer of a narrative not as its
creator or its author, but as its sculptor - one who
shapes and guides the work but does not dictate to
their audience its meaning.

3 A Model-Theoretic View of Narrative

The core of our framework for modeling narrative
come from a field of mathematical logic known as
model theory. Model theory is a powerful yet flex-
ible framework that has heavily influenced com-
puter scientists, literary theorists, linguists, and
philosophers (Sider, 2010). Despite the centrality
of model theory in our framework, a deep under-
standing of the topic is not necessary to work with
it on an applied level. Our goal in this section is
thus to give an intuitive picture of model theory
that is sufficient to understand how we will use it to
talk about narratives. We refer an interested reader
to Sider (2010); Chang and Keisler (1990) for a
more complete presentation of the subject.
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3.1 An Outline of Model Theory

The central object of study in model theory is a
“model.” Loosely speaking, a model is a world in
which particular propositions are true. A model
has two components: a domain, which is the set of
objects the model makes claims about, and a theory,
which is a set of consistent sentences that make
claims about elements of the domain. Models in
many ways resemble fabulas, in that they describe
the relational properties of objects. Model theory,
however, requires that the theory of a model be
complete – every expressible proposition must be
either true or false in a particular model.

Meanwhile, our notion of a fabula can be incom-
plete - it can leave the truth of some propositions
undefined. This means that the descriptions we are
interested in do not correspond to only one model,
but rather that there is an infinite set of models that
are consistent with the description. This may seem
like a limitation, but we will show in Section 6 that
it is actually amenable to analysis.

As an example, consider a simple world in which
people can play cards with one another and wear
clothes of various colours. The description “Jay
wears blue. Ali plays cards with Jay.” is incomplete
because it does not say what colours Ali wears nor
what other colours Jay wears. This description is
consistent with a world in which there are charac-
ters other than Jay and Ali or colours other than
blue (varying the domain), as well as one where
additional propositions such as “Ali wears blue.”
hold (varying the theory).

Although we learn more about the domain and
the theory of the narrator’s model as the story goes
on, we will never learn every single detail. Some
of these details may not even be known to the nar-
rator! For this reason, our framework puts a strong
emphasis on consistency between models, and on
the set of all models that are consistent with a par-
ticular set of statements.

Another very important aspect of model theory
is that it is highly modular. Much of model theory
is independent of the underlying logical semantics,
which allows us to paint a very general picture. If
a particular application requires augmenting the
storytelling semantics with additional logical oper-
ators or relations, that is entirely non-problematic.
For example, it is common for fabulas to contain
Cause(X, Y) := “X causes Y” and Aft(X, Y) := “Y
occurs after X.” Although we don’t specifically de-
fine either of these relations, they can be included

in a particular application by simply adding them
to the underlying logic.

3.2 Story-World Models and the Fabula
As detailed in section 2, the fabula and story-world
(i.e., situation) model are two central components
of how people talk about storytelling. In this sec-
tion, we introduce formal definitions of these con-
cepts as well as some of their properties.
Definition 3.1. A language, L, is a set of rules for
forming syntactically valid propositions. In this
work we will make very light assumptions about L
and leave its design largely up to the application.

A language describes syntactic validity, but it
doesn’t contain a notion of truth. For that, we need
a model.
Definition 3.2. A story world model, S, over a
language L is comprised of two parts: a domain,
which is the set of things that exist in the story,
and an interpretation function, which takes logical
formulae and maps them to corresponding objects
in the domain. In other words, the interpretation
function is what connects the logical expression “A
causes B” to the signified fact in the world that the
thing we refer to as A causes the thing we refer to
as B.
Definition 3.3. The theory of a story world model,
S, is the set of all propositions that are true in S. It
is denoted S̃. When we say “P is true in the model
S” we mean that P ∈ S̃.

Formalizing the concept of a fabula is a bit trick-
ier. Traditionally, fabulas are represented diagram-
matically as directed graphs, but this representation
gives little insight into their core attributes. We
posit that, at their core, fabulas are relational ob-
jects. Specifically, they are a collection of elements
of the domain of the story-world model together
with claims about the relationships between those
objects. Additionally, there is a sense in which
the fabula is a “scratch pad” for the story-world
model. While a reader may not even be able to
hold an entire infinite story-world model in their
head, they can more easily grasp the distillation of
that story-world model into a fabula.
Definition 3.4. A reasoner’s fabula for a story
world model S, denoted F , is a set of propositions
that makes claims about S. A proposition P is a
member of F if it is an explicit belief of the rea-
soner about the narrative that the reasoner deems
important to constructing an accurate story-world
model.
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4 Conveying Story Information

An important aspect of stories is that they are a
way to convey information. In this section, we
will discuss how to formalize this process and what
we can learn about it. Although stories can be
constructed and conveyed in many different ways,
we will speak of a Narrator who tells the story and
a Reader who receives it for simplicity.

The core of how we model storytelling as an act
of communication can be seen in Figure 1.

SN SR

FN FR

φ

d′

d

ψ

Figure 1: A commutative diagram outlining story-
telling.

This diagram represents the transmission of in-
formation from the Narrator’s story-world (SN ) to
the Reader’s (SR), with each arrow representing
the transmission from one representation to another.
In an idealized world, stories would be conveyed
by d′: straight from the story world of the narrator
(SN ) to the story world of the reader (SR). In ac-
tuality, narrators must convey their ideas through
media1. To do this, the narrator compresses their
mental story world (via φ) into a fabula (FN ) which
is then conveyed to the reader via speech, writing,
etc. The conveyance of the fabula as understood
by the Narrator (FN ) to the fabula as understood
by the Reader (FR) is denoted in our diagram by
d. d is in many ways the real-world replacement
for the function d′ the Narrator is unable to carry
out. Once the discourse has been consumed by the
Reader, the Reader then takes their reconstructed
fabula (FR) and uses the received information to
update their story world model (SR, via ψ).

4.1 Accurately Conveying Information
Often times, information conveyed from the Narra-
tor to the Reader is “conveyed correctly.” By this,
we mean that the essential character of the story
was conveyed from the Narrator to the Reader in
such a way that the Reader forms accurate beliefs
about the story-world. While accuracy is not al-
ways a primary consideration - some stories fea-
ture unreliable narrators or deliberately mislead

1Nevertheless, having a conception of d′ is very important
on a formal level as we will see later.

the Reader to induce experiences such as suspense,
fear, and anticipation - the ability to discuss the
accuracy and consistency of the telling of the story
is an essential part of analyzing a narrative.

The d′ arrow in our diagram suggests a reason-
able criteria for accurate conveyance: a story is ac-
curately conveyed if the path SN → FN → FR →
SR and the path SN 99K SR compute the same (or,
in practice, similar) functions. In mathematics, this
property of path-independence is known as commu-
tativity and the diagram is called a “commutative di-
agram” when it holds. For the purposes of narrative
work, the essential aspect is that the arrows “map
corresponding objects correspondingly.” That is, if
a story is accurately conveyed fromN toR then for
each proposition P ∈ SN there should be a corre-
sponding P ′ ∈ SR such that the interpretations of
P and P ′ (with respect to their respective models)
have the same truth value and (φ ◦ d ◦ψ)(P ) = P ′.
In other words, P and P ′ make the same claims
about the same things.

4.2 Time-Evolution of Story-World Models
The transference of information depicted in fig. 1
gives rise to a straightforward way to understand
how the Reader gains knowledge during the course
of the story and incorporates new information
into their existing story-world model. One pass
through the diagram from SN to SR represents
“one time step” of the evolution of the Reader’s
world model2.

Iterating this process over the the entire work
gives a time series of story-world models, SR(t),
with SR(i) representing the Reader’s story-world
model at time t = i. We are also typically inter-
ested in how the story-world model changes over
time, as the Reader revises their understanding of
the story-world through consuming the discourse.
This will be the subject of the next section.

5 A Detailed Look at Temporal
Evolution, with Applications to Plot

A commonly accepted notion in narratology is that
at any given moment, a reader contains a potentially
infinite set of possible worlds. Determining which
of these worlds agree with each other is a required
attribute for consuming discourse. How do we
discuss the notion of collapsing possible worlds
upon acquiring new knowledge?

2For simplicity we will speak of this as a discrete time
series, though for some media such as film it may make sense
to model it as a continuous phenomenon.
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Assume that we have a narrator, N , and reader
R with fabulas FN and FR respectively. Given our
definition of a story world model, S, we define S(t)
as the set of all world models that satisfyFR(t). Let
ρt+1 refer to the set of formulae that are contained
in FR(t+ 1)\FR(t). Let

S′R(t+ 1) = SR(t+ 1) ∩ SR(t)

and similarly

S̃′R(t+ 1) = S̃R(t+ 1) ∩ S̃R(t)

refer to the shared world models between the two
adjacent time steps. Note that it must follow ∀ρ ∈
Pt+1, ∀s ∈ S̃′R(t + 1), ρ ∈ s. That is to say,
the story worlds that remain between the two time
steps are the ones that agree on the propositions
added by consuming FN (t+ 1). Since this can be
repeated inductively, we can assume that for any
such t we have that all such models agree on all
such provided propositions.

Something to note that for ρ ∈ Pt+1, ρ will
always be either true or false in S̃R(t)- regardless
if it is expressed in the fabula or not since S̃R(t) is
the logical closure of SR(t).

5.1 Collapse of Worlds over Time
Note that a set of story worlds S̃R(t) does not pro-
vide us a transition function to discuss how the
world evolves over time. Furthermore, there is no
reasonable way to infer S̃R(t) 7→ S̃R(t + 1), as
S̃R(t) provides no information about the actions
that could inhibit or allow for this transition- it sim-
ply provides us information about whether a propo-
sition is true within our story world. To rectify this,
we need to expand our commutative diagram to act
across time. The full diagram can be found in the
appendix.

Let ζN denote the transition function from FN (t)
to FN (t + 1). Define ζR likewise. See Figure 2
on page 10. Note that there is no inherent general
form of ζN or ζR as they are significantly context
dependent. One can think of them as performing
graph edits on FN and FR respectively, to add the
new information expressed in SN (t + 1) for ζN
and (d ◦ φ)(SN (t+ 1)) for ζR.

The objective of ζR in turn is to guide the fab-
ula to reach goals. This imposes a duality of ψ
and ζR. ψ attempts to generate the best candidate
story worlds for the reader’s current understanding,
where as ζR eliminates them by the direction the
author wants to go.

This in turn brings us to the notion of compres-
sion and expansion. If ψ is left unchecked, it will
continuously expand the fabula. In turn ζR is given
the goal of compressing the story worlds that ψ
produces by looking at the resulting transition func-
tions that best match the author’s intent.3

5.2 Plot Relevance

Stories contain many different threads and facts,
and it would be nice to be able to identify the ones
that are relevant to the plot. We begin with the idea
of the relevance of one question to another.

Definition 5.1. Consider a question q about a story,
where q has the form “if A then B” and possible
values for A = {T, F} and possible values for
B = {T, F}. We say that the relevance of B to A
given some prior γ is

H(A = ai|γ)−H(B = bj |A = ai, γ) (1)

where ai and bj are the true answers to A and B
and H refers to binary entropy.

Note that the relevance of B to A depends on
the true answers. This is perhaps surprising, but
after some consideration it should be clear that this
has to be true. After all, the causal relationship be-
tween A and B could depend on the true answers!
Consider the case where A is “is Harry Potter the
prophesied Heir of Slytherin?” andB is “can Harry
Potter speak Parseltongue because he is a descen-
dent of Slytherin?” If Harry is a blood descendant
of Slytherin and that’s why he can speak Parsel-
tongue, then B is highly relevant to A. However,
the actual truth of the matter is that Harry’s abili-
ties are completely independent of his heritage and
arose due to a childhood experience. Therefore B
does not in fact have relevance to A even though it
could have had relevance to A.

Having defined a notion of the relevance of
Question A to Question B, our next step is to
connect our work to existing narratological analy-
sis. Consider Barthes’ notion of kernels and satel-
lites.(Barthes and Duisit, 1975)

Definition 5.2. A kernel is a narrative event such
that after its completion, the beliefs a reader
holds as they pertain to the story have drastically

3There is no single best way to define an author’s intent.
For instance, we could have easily said that ψ denotes author
intent while ζR determines which intents are best grounded in
reality. The choice, however, needs to be made.
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changed.4

Definition 5.3. A satellite is a narrative event that
supports a kernel. They are the minor plot points
that lead up to major plot points. They do not result
in massive shift in beliefs.

Of importance to note is that satellites imply
the existence of kernels, e.g. small plot points will
explain and lead up to a large plot point, but kernels
do not imply the existence of satellites- kernels do
not require satellites to exist. One can think of this
as when satellites exist kernels must always exist
on their boundary whether they are referred to in
the text or not.

A set of satellites, s = {s1, . . . , sn}, is said to
be relevant to a kernel, k, if after the kernel’s com-
petition, the reader believes that the set of questions
posed by k are relevant to their understanding of
the story world given prior s.

Note the definition of relevance. Simply put, A
denotes the questions that define some notion of
story world level coherency whileB denotes the set
of questions that define some notion of transitional
coherency.

6 Possible Worlds and Reader
Uncertainty

So far we have spoken about the Reader’s story-
world model as if there is only one, but in light
of the discussion in section 3 it is unclear it truly
makes sense to do so. In actuality, the Reader never
learns to “true story-world model” (insofar as one
can even be said to exist). Rather, the Reader has
an evolving set of “plausible story-world models”
that are extrapolated based on the incomplete in-
formation conveyed in the story. The purpose of
this section is to detail how these “plausibilities”
interact with each other and with plausibilities at
other time steps.

It likely seems natural to model the Reader’s un-
certainty with a probabilistic model. Unfortunately,
the topological structure of first-order logic makes
that impossible as there is no way to define a prob-
ability distribution over the set of models that are
consistent with a set of sentences. Instead, we are
forced to appeal to filters, a weaker notion of size
that captures the difference between “large” and
“small” sets. Again we develop the theory of ultrafil-

4The notion of “drastic” is equivalent to “majority.” To rig-
oriously define Barthes’ Kernel, and hence Barthes’ Cardinal,
we would require ultraproducts- which is outside of the scope
of this paper.

ters only to the extent that we require, and refer an
interested reader to a graduate text in mathematical
logic for a thorough discussion.

Definition 6.1. Let Q be a set of sentences that
make claims about a narrative. A non-empty col-
lection Fw ⊆ P(Q) is a weak filter iff

1. ∀X,Y ∈ P(Q), X ∈ Fw and X ⊆ Y ⊆
P(Q) implies Y ∈ Fw

2. ∀X ∈ P(Q), X 6∈ Fw or P(Q)\X 6∈ Fw
We say that Fw is a weak ultrafilter and denote

it UFw if the second requirement is replaced by
∀X ∈ P(Q), X ∈ Fw ⇐⇒ P(Q)\X 6∈ Fw
(Askounis et al., 2016).

A reader’s beliefs at time t defines a weak filter
over the set of possible story-world models {SiR}.
Call this filter Fw, dropping the t when it is clear
from context. Each element U ∈ Fw is a set of
story world models that define a plausibility. This
plausibility describes a set of propositions about the
story that the reader thinks paints a coherent and
plausible picture. Formally, a plausibility identified
with the largest set of sentences that is true for every
model in U , or ∩S∈UT (S) where T (S) denotes
the set of true statements in S. That is, the set of
plausible facts.

The intuition for the formal definition of a weak
filter is that 1. means that adding worlds to an
element of the filter (which decreases the number
of elements in ∩S∈UT (S)) doesn’t stop it from
describing a plausibility since it is specifying fewer
facts; and that 2. means that it is not the case
that both P and ¬P are plausible. It’s important
to remember that membership in Fw is a binary
property, and so a statement is either plausible or is
not plausible. We do not have shades of plausibility
due to the aforementioned lack of a probability
distribution.

As a framework for modeling the Reader’s un-
certainty, weak filters underspecify the space of
plausible story world as a whole in favor of captur-
ing what the reader “has actively in mind” when
reading. This is precisely because the ultrafilter
axiom is not required, and so for some propositions
neither P nor ¬P are judged to be plausible. When
asked to stop and consider the truth of a specific
proposition, the reader is confronted with the fact
that there are many ways that they can precisify
their world models. How a Reader responds to this
confrontation is an experimental question that we
leave to future work, but we conjecture that with
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sufficient time and motivation a Reader will build a
weak ultrafilter UFw that extends Fw and takes a
position on the plausibility of all statements in the
logical closure of their knowledge.

Once the Reader has fleshed out the space of
plausibilities, we can use UFw to build the ultra-
product of the Reader’s story-world models. An
ultraproduct (Chang and Keisler, 1990) is a way
of using an ultrafilter to engage in reconciliation
and build a single consistent story world-model out
of a space of plausibilities. Intuitively, an ultra-
product can be thought of as a vote between the
various models about the truth of individual propo-
sitions. A proposition is considered to be true in
the ultraproduct if and only if the set of models in
which it is true is an element of the ultrafilter. We
conjecture that real-world rational agents with un-
certain beliefs find the ultraproduct of their world
models to be a reasonable reconciliation of their
beliefs and that idealized perfectly rational agents
will provably gravitate towards the ultraproduct as
the correct reconciliation.

7 Applications to Computational
Narratology

Finally, we demonstrate that our highly abstract
framework is of practical use by using it to derive
explicit computational tools that can benefit com-
putational narratology.

7.1 Entropy of World Coherence

It is important to acknowledge that a reader can
never reason over an infinite set of worlds. There-
fore, it is often best to consider a finite sample of
worlds. Given the (non-finite) set of story worlds,
S(t), there must exist a set s′ ⊂ UFw(t) such that
every element in s′ is one of the “more likely” inter-
pretations of the story world. This notion of more
likely is out of scope of this paper; however, in
practice, “more likely” simply denotes probability
conditioned from S̃(t− 1).

It is equally important to note that every ele-
ment of s′, by definition, can be represented in the
reader’s mind by the same fabula, say F (t). Let Q
be some set of implications that we would like to
determine the truth assignment of. Let Ps′(q) refer
to the proportion of story worlds in s′ such that q is
true.5 Clearly, Ps′(q) is conditioned on s′. We can

5An equivalent form of P (q) exists for when we do not
have a form of measure. Particularly, define P (q) = 1 when
q is true in the majority of story worlds, as defined by our

express the entropy of this as

H(Ps′(q)) = H(q|s′)
= H(A = T |s′)−H(B = bj |A = T, s′)

Therefore averaging over H(Ps′(q)) for all q ∈ Q
is equivalent to determining the relevance of our
implication to our hypothesis. This now brings us
to EWC, or entropy of world coherence. These
implications are of the form “Given something in
the ground truth that all story worlds believe, then
X” where X is a proposition held by the majority
of story worlds but not all. We define EWC as

EWC(s′, Q) =
1

|Q|
∑

q∈Q
Ps′(q)

7.2 Entropy of Transitional Coherence
Note our definition of plot relevance. It is partic-
ularly of value to not only measure the coherency
of the rules that govern our story world but also
to measure the coherency of the transitions that
govern it over time. We can define a similar notion
to EWC, called Entropy of Transitional Coherence,
which aims to measure the agreement of how be-
liefs change over time. In doing so, we can accu-
rately measure the reader’s understanding of the
laws that govern the dynamics of the story world
rather than just the relationships that exist in a static
frame.

To understand ETC we must first delve into the
dynamics of modal logic. Note that for a proposi-
tion to be “necessary” in one frame of a narrative,
it must have been plausible in a prior frame. (Sider,
2010) Things that are necessary, the reader knows;
hence, the set of necessary propositions is a subset
of a prior frame’s possible propositions.

We must define a boolean lattice to continue

Definition 7.1. A boolean lattice of a set of propo-
sitions, Q, is a graph whose vertices are elements
of Q and for any two a, b ∈ Q if a =⇒ b then
there exists an edge (a, b) unless a = b

Note that a boolean lattice is a directed acyclic
graph (DAG) and as such has source vertices with
no parents. In the case of boolean lattices, a source
vertex refers to an axiom, as sources are not prov-
able by other sources.

We define one reader at two times, denoted
UFw(t) and UFw(t′) where t′ < t. We define

ultrafilter. Similarly, let P (q) = 0 otherwise. For those with
prior model theory experience, P (q) = 1 if q holds in an
ultraproduct of story world models.
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a filtration of possible worlds s′(t′) similar to how
we did in the previous section.

Given W (t) ∈ UFw(t), a ground truth at time
t, we restrict our view of W (t) to the maximal PW
of time t′. This can be done by looking at

W ′ = argmaxW (t)∩s′i |B(W (t)) ∩ (∩s∈s′iB(s))|

Reason being is that it does not make sense to
query about propositions that are undefined in prior
frames. This effectively can be viewed as a pull-
back through the commutative diagram outlined
previously. See Figure 2 on page 10. Something to
note however is that this pullback is not necessary
for ETC in the theoretical setting, as all world mod-
els would agree on any proposition not contained in
their respective Boolean lattices- this is not the case
when testing on human subjects. Human subjects
would be more likely to guess if they are presented
with a query that has no relevance to their current
understanding. (Trabasso et al., 1982; Mandler and
Johnson, 1977)

We can however similarly define ETC by uti-
lizing W ′ as our ground truth with EWC. Since
W ′ is not the minimal ground truth for a particu-
lar frame, it encodes information about the ground
truth where the narrative will be going by frame t.
Therefore, define Q similarly over time t′ relative
to W ′. We can also use this to define Ps′(t′)(q)
∀q ∈ Q. We denote ETC as

ETC(s′(t′), Q) =
1

|Q|
∑

q∈Q
Ps′(t′)(q)

ETC differs from EWC in the form of implica-
tions that reside inQ. Particularly since ETC wants
to measure the coherency of a reader’s internal tran-
sition model, ∀q ∈ Q where q := A =⇒ B we
have that A is the belief a reader holds before a
kernel and that B is a belief the reader holds after
a kernel. Since the kernel is defined as a plot point
which changes the majority of a reader’s beliefs, we
are in turn measuring some notion of faithfulness
of ζR.

Conclusions and Future Work

In this paper, we defined a preliminary theoreti-
cal framework of narrative that affords new preci-
sion to common narratological concepts, including
fabulas, story worlds, the conveyance of informa-
tion from Narrator to Reader, and the way that the
Reader’s active beliefs about the story can update
as they receive that information.

Thanks to this precision, we were able to define
a rigorous and measurable notion of plot relevance,
which we used to formalize Barthes’ notions of
kernels and satellites. We also give a novel formu-
lation and analysis of Reader uncertainty, and form
experimentally verifiable conjectures on the basis
of our theories. We further demonstrated the value
of our framework by formalizing two new narrative-
focused measures: Entropy of World Coherence
and Entropy of Transitional Coherence, which mea-
sure the agreement of story world models frames
and faithfulness of ζR respectively.

Our framework also opens up new avenues for
future research in narratology and related fields.
While we were unable to explore their conse-
quences within the scope of this paper, the for-
mulation of narratives via model theory opens the
door to leveraging the extensive theoretical work
that has been done on models and applying it to
narratology. The analysis of the temporal evolution
of models in section 5 suggests connections with
reinforcement learning for natural language under-
standing. In section 6 we make testable conjectures
about the behavior of Reader agents and in sec-
tion 7 we describe how to convert our theoretical
musings into practical metrics for measuring the
consistency and coherency of stories.
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FN (t+ 1) SN (t+ 1)

FN (t) SN (t)

FR(t+ 1) SR(t+ 1)

FR(t) SR(t)

d′

φ

d

ζN

ψ

ζR

Figure 2: Commutative diagram expressing ζR and ζN . Some edge labels were removed for clarity. Refer to figure
1 on page 4.
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