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Abstract

Medical simulators provide a controlled en-
vironment for training and assessing clinical
skills. However, as an assessment platform,
it requires the presence of an experienced ex-
aminer to provide performance feedback, com-
monly preformed using a task specific check-
list. This makes the assessment process inef-
ficient and expensive. Furthermore, this eval-
uation method does not provide medical prac-
titioners the opportunity for independent train-
ing. Ideally, the process of filling the check-
list should be done by a fully-aware objective
system, capable of recognizing and monitor-
ing the clinical performance. To this end, we
have developed an autonomous and a fully au-
tomatic speech-based checklist system, capa-
ble of objectively identifying and validating
anesthesia residents’ actions in a simulation
environment. Based on the analyzed results,
our system is capable of recognizing most of
the tasks in the checklist: F1 score of 0.77 for
all of the tasks, and F1 score of 0.79 for the ver-
bal tasks. Developing an audio-based system
will improve the experience of a wide range
of simulation platforms. Furthermore, in the
future, this approach may be implemented in
the operation room and emergency room. This
could facilitate the development of automatic
assistive technologies for these domains.

1 Introduction

In recent years, there is a growing interest in devel-
oping performance-based assessment for medical
practitioners. In the pursuit for methods that may
assess hands-on skills, simulation-based assess-
ment has emerged (Srinivasan et al., 2006; Swan-
son et al., 1995). Simulation-based assessment
requires appropriate validation metrics, and check-
lists are one of the most common methods. For a
given simulation scenario, evaluation experts deter-
mine which actions, based on the presenting com-
plaint, are important for the candidate to perform
in order to properly manage the scenario (Scavone

et al., 2006; Morgan et al., 2007). Based on this
process, a detailed checklist is developed (Morgan
et al., 2007; Hilliard et al., 2000; Morgan et al.,
2001; Boulet et al., 2008; Shayne et al., 2006).
During the simulation, an experienced examiner
is required for filling in the checklist. The need
for an experienced examiner makes the assessment
process very time consuming and expensive, and
in addition, does not provide medical practitioners
the opportunity for independent training.

Ideally, to reduce the costs of performance as-
sessments and to allow more residents to train
in a complex scenario, the process of filling the
checklist should be done by a machine: A fully-
aware objective system capable of recognizing and
monitoring the resident performance. To this end,
we have developed a end-to-end fully automatic
speech-based objective checklist validation system,
capable of identifying anesthesia residents’ actions
in a simulation environment, based solely on the
participants’ speech recordings. We developed a
simulation setup for data collecting. The check-
list system was evaluated using two different clini-
cal scenarios for assessing skills of senior anesthe-
sia residents. Our underlying assumption is that
in many cases the communication among medi-
cal staff may represent the physical action itself.
By analyzing the participants’ speech, our system
can automatically identify and fill the appropriate
rubrics in the checklist.

2 Materials and Methods

2.1 Medical Simulation

Two clinical scenarios were developed by an expe-
rienced anesthesiologist and a medical simulation
expert. The scenarios were based on scenarios
previously written by the anesthesiologist (A. R)
and were used for the Israeli Anesthesiology board
certification exam. The first scenario included the
management of a patient with a severe anaphy-
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laxis reaction and the second scenario involved a
patient after surgery suffering from severe brady-
cardia. The study was approved by the Rambam
Medical Center IRB committee.

As done in similar medical simulation studies
(Hall et al., 2015; Faudeux et al., 2017; Everett
et al., 2013; Wallenstein and Ander, 2015), a de-
tailed checklist was developed for each scenario.
The checklist included approximately 35 tasks the
participants were expected to perform. The score
for each task was in the range of 0-2, representing
the performance quality in comparison to standard
medical guidelines. The checklist tasks scores are
scaled as follows: 0 for not observed, 1 for needs
improvement, 2 for meets expectations.

Fifteen senior anesthesiology residents, 11 males
and 4 females, participated in the study. Five of
them preformed both simulation scenarios, 4 resi-
dents preformed only the anaphylaxis scenario and
5 preformed only the bradycardia scenario. In addi-
tion, two members of the research team played the
roles of a nurse and a medical intern. During the
simulation, an experienced anesthesiologist evalu-
ated the resident’s performance using the scenario
checklist. A ‘Laerdal’ MegaCode Kelly, a full body
manikin designed for the practice of Advanced Car-
diovascular Life Support (ACLS), was used as the
patient.

Video and audio were recorded using StreamPix
digital video recording software (NorPix Inc.). The
recorded video data was used by a human observer
to manually fill in the checklist. For audio record-
ings, the resident and the nurse wore a wireless
lavalier microphone transmitter (Sony UWP-D11),
which was connected to a digital mixer (Tascam
US-20x20). Each audio channel was saved sepa-
rately.

2.2 Automatic Checklist Generation

The automatic generation of the checklist included
several steps. First, automatic transcription was
performed, and then, keywords were identified in
each sentence. Using these keywords, a matching
process between the checklist tasks and the corpus
sentences was implemented. The outcome of the
algorithm was a filled checklist in which the com-
pleted tasks are provided with a matching sentence
and timestamp. A detailed description of each step
will be provided in the following sections (Figure
2).

2.3 Automatic Transcription

The recorded audio data were automatically tran-
scribed using Google’s speech-to-Text API. This
required two preprocessing steps:

1. Audio Source Separation – since the physi-
cian, nurse and intern stood in close prox-
imity, each audio channel recorded multiple
speakers as well as background noise (e.g. pa-
tient monitors). Thus, the mixed audio signal
was separated into individual source signals
(Vincent et al., 2018). In recent years, sev-
eral open-source audio toolkits have provided
implementations of audio source separation
methods using deep learning (Pariente et al.,
2020; Manilow et al., 2018; Ni and Mandel,
2019). In this study we used the Conv-TasNet
(Luo and Mesgarani, 2019) network provided
by Asteroid (Pariente et al., 2020). The net-
work was fine-tuned for Hebrew speech as
well as to our audio recording device.

2. Audio Segmentation – our objective was to
provide a transcription with timestamps for
each sentence. Therefore, each audio chan-
nel was segmented using the ‘pyAudioAnal-
ysis’ library (Giannakopoulos, 2015). This
library provides a semi-supervised audio seg-
mentation using an SVM model. This func-
tion takes an uninterrupted audio recording
as input and returns segment endpoints that
correspond to the areas of “silence” between
them. To achieve better division to segments,
adjustments of the dynamic thresholds were
performed.

2.4 Morphological and Syntactic Parsing

In order to syntactically analyze texts, the input
tokens are first broken down to their constituent
morphemes. However, Morphologically Rich Lan-
guage (MRL), such as Hebrew, pose a unique chal-
lenge to the standard language processing pipeline.
Due to extreme morphological ambiguity, global
context is required in order to correctly decompose
raw tokens into morphemes (More et al., 2019).
To overcome this challenge, a morpho-syntactic
parser for morphological and syntactic analysis of
Hebrew texts (Tsarfaty et al., 2020) was used. Mor-
phologically rich syntax parsing is useful in cases
of verbs and adjectives, by reducing the variance
in the transcription database.
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Figure 1: Data acquisition system. (A) Patient monitor; (B) Physician working area; (C) Overview of the simula-
tion area; (D) Nurse working area. In addition, each participant carried a wireless lavalier microphone transmitter

Figure 2: Automatic checklist process. End-to-end description of the checklist generation pipeline.

2.5 Word importance

The checklist includes short descriptions of each
task. These descriptions guide the examiner in iden-
tifying the different assignments performed by the
participants. Hence, by stripping the task descrip-
tion to its base form and choosing distinct words
that best represent the task, a bag-of-words for each
task can be generated. These "bags" will serve as
touchstones for assessing how each sentence in the
transcription is suitable to describe the task in hand.
These keywords tend to be medical terms (medi-
cations, procedures, etc.) and combinations of an
object and a verb. The matching process is based
on thresholded argmax.

2.6 Checklist Evaluation

After collecting the simulation recording, a profes-
sional performance evaluator observed the video
recordings and completed the checklist. As men-
tioned, each task in the checklist received a score
in the range of 0-2. However, since the algorithm

developed in this study is a binary classier, scores
1 and 2 were considered true (task preformed) and
0 was considered false. The classifier was assessed
using the F1 score (Powers, 2020).

3 Results

As mentioned in section 2.4, a proper syntactically
analysis of Hebrew texts requires the disassem-
bling of the input tokens down to their constituent
morphemes. To evaluate the impact of the lexi-
cal analysis on the algorithm results, we compared
two versions of the pipeline - one used the lexical
analysis and the other didn’t.

During the process of analyzing the data, we
found that few tasks in the checklist tend to be
non-verbal in their nature. Most candidate don’t
use any verbal commands when preforming those
tasks, and the human observer can validate them
only by identifying the action itself. These tasks
include ’verification of intubation tube location’,
’exposure of patient chest’ and few others. These
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Algorithm without Lexical analysis
Division Category Total tasks Tasks preformed Algorithm identified F1 score

All 664 405 249 0.682
Verbal 578 363 233 0.704

Non-Verbal 86 42 16 0.470

Table 1: Algorithm without lexical analysis performances for all, verbal and non-verbal tasks in the collected data

Algorithm with Lexical analysis
Division Category Total tasks Tasks preformed Algorithm identified F1 score

All 664 405 316 0.773
Verbal 578 363 292 0.793

Non-Verbal 86 42 24 0.585

Table 2: Algorithm with lexical analysis performances for all, verbal and non-verbal tasks in the collected data

tasks have a dramatic affect on the performance of
our system. Based on this findings, we decided to
divide our checklist into two different categories:
verbal and non-verbal tasks. This provided us with
better understanding of the system limitations. The
collected data from the post-simulation human ob-
server and the F1 scores over all three division: All
tasks, Verbal tasks and Non-verbal tasks can be
found in Table 1 & 2.

4 Discussion

In this study we developed a system for automat-
ically filling a medical simulation checklist using
audio data. The system is completely autonomous
and a fully automatic pipeline from the raw audio
files to a complete checklist was established. The
system was assessed using novel data collected for
this study.

The native language of the current participants of
this study is Hebrew. This poses a unique challenge
common to Morphologically Rich Language. As
clearly evident from the results, using lexical anal-
ysis improved our system performances, and might
have a greater impact on a more complex models.
We plan to expand our work to other languages in
the future and assess the system performance.

The system was successful in correctly identi-
fying most of the tasks performed by the partici-
pants. Yet, one limitation of the system is that it is
currently based on keyword matching and not on
a more complex model of the conversation. The
method in use has limited accuracy, and in addition,
only provides a binary score indication whether the
task was preformed or not. For example, the cur-

rent system may indicate a drug was provided but
it will not assess the dosage. In order to develop
a more complex algorithm, a significantly larger
data base is required. We are continuously collect-
ing data that focuses both on a larger number of
participants as well as a wide range of clinical sce-
narios. This will expedite the development of more
complex algorithms.

Developing an audio-based system has several
advantages. First, it may fit to a wide range of sim-
ulation platforms including low- and high-fidelity
mannequins, virtual reality, and standardized pa-
tients. Furthermore, in the future, our system could
migrate from the simulation domain and be imple-
mented in the operation room and emergency room.
This could facilitate the development of automatic
assistive systems for these domains.
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