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Abstract

In this tutorial, we present a portion of
unique industry experience in efficient natu-
ral language data annotation via crowdsourcing
shared by both leading researchers and engi-
neers from Yandex. We will make an introduc-
tion to data labeling via public crowdsourcing
marketplaces and will present the key compo-
nents of efficient label collection. This will be
followed by a practical session, where partic-
ipants address a real-world language resource
production task, experiment with selecting set-
tings for the labeling process, and launch their
label collection project on one of the largest
crowdsourcing marketplaces. The projects will
be run on real crowds within the tutorial ses-
sion and we will present useful quality con-
trol techniques and provide the attendees with
an opportunity to discuss their own annotation
ideas.

Tutorial Type: Introductory

1 Description

Training and evaluating modern Natural Language
Processing (NLP) models require large-scale multi-
lingual language resources of high quality. Tra-
ditionally, such resources have been created by
groups of experts or by using automated silver
standards. Crowdsourcing has become a popular
approach for data labeling that allows annotating
language resources in a shorter time and at a lower
cost than the experts while maintaining expert-level
result quality. Examples include Search Relevance
Evaluation, Machine Translation, Question An-
swering, Corpus Annotation, etc. However, for
running crowdsourcing successfully, it is essential
to pay attention to task design, quality control, and
annotator incentives. This tutorial aims to teach

attendees how to efficiently use crowdsourcing for
annotating language resources on a large scale. The
tutorial is composed of

1. a theoretical part aimed at explaining the
methodology for labeling process in crowd-
sourcing and main algorithms required to ob-
tain high-quality data (including aggregation,
incremental relabeling, and quality-dependent
pricing), and

2. practice sessions for setting up and running
language resource annotation project on one
of the largest public crowdsourcing market-
places.

The goals of our tutorial are to explain the fun-
damental techniques for aggregation, incremental
relabeling, and pricing in connection to each other
and to teach attendees the main principles for set-
ting up an efficient process of language resource
annotation on a crowdsourcing marketplace. We
will share our best practices and allow the attendees
to discuss their issues with language data labeling
with crowdsourcing.

To establish trust and allow the attendees to eval-
uate the crowdsourced results even after the tutorial
carefully, we decide to use English as the language
of our tutorial datasets. According to our six years
of experience, we would emphasize that the same
techniques can successfully apply to virtually any
language and domain that the crowd performers
command, including Russian, Turkish, Vietnamese,
and many other languages. The opportunity to
attract crowd performers from under-represented
languages, backgrounds, and demographics brings
the possibility to create more useful language re-
sources and evaluate NLP systems fairly in more
challenging multilingual setups.
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1.1 Introduction to Crowdsourcing

We will start with an introduction that includes
crowdsourcing terminology and examples of tasks
on crowdsourcing marketplaces. We will also
demonstrate why crowdsourcing is becoming more
popular in working with data on a large scale, show-
ing successful crowdsourcing applications for lan-
guage resource development, and describing cur-
rent industry trends of crowdsourcing use.

1.2 Key Components for Efficient Data
Collection

We will discuss thoroughly the key components
required to collect labeled data: proper decomposi-
tion of tasks (construction of a pipeline of several
small tasks instead of one large human intelligent
task), easy to read and follow task instructions, easy
to use task interfaces, quality control techniques,
an overview of aggregation methods, and pricing.

Quality control techniques include approaches
“before” task performance (selection of perform-
ers, education and exam tasks), the ones “during”
task performance (golden sets, motivation of per-
formers, tricks to remove bots and cheaters), and
approaches “after” task performance (post verifica-
tion/acceptance, consensus between performers).

We will share best practices, including critical
aspects and pitfalls when designing instructions &
interfaces for performers, vital settings in different
types of templates, training, and examination for
performers selection, pipelines for evaluating the
labeling process. Also, we will demonstrate typical
crowdsourcing pipelines used in industrial appli-
cations, including Machine Translation, Content
Moderation, Named Entity Recognition, etc.

1.3 Hands-on Crowdsourcing Practice

We will conduct a hands-on practice session,
which is the vital and the longest part of our tu-
torial. We will encourage the attendees to apply
the techniques, and best practices learned during
the first part of the tutorial. For this purpose, we
propose the attendees run their own crowdsourced
Spoken Language Recognition pipeline on actual
crowd performers. As the input the attendees have
audio files of variable quality in English, as the out-
put they should provide high-quality transcriptions
for these recordings obtained via crowdsourcing.
Each attendee will be involved in brainstorming
the suitable crowdsourcing pipeline for the given
task and configuring and launching the annotation

project online on the real crowd while optimizing
quality and cost.

Since creating a project from scratch might be
time-consuming, we will propose our attendees
choose from the most popular pre-installed tem-
plates (text input or audio playback). We will also
provide the attendees with pre-paid accounts and
data sets for annotation. By the end of the prac-
tice session, the attendees will learn to construct
a functional pipeline for data collection and label-
ing, become familiar with one of the largest crowd-
sourcing marketplaces, and launch projects inde-
pendently.

1.4 Advanced Techniques
We will discuss the major theoretical results, com-
putational techniques and ideas which improve the
quality of crowdsourcing annotations, and summa-
rize the open research questions on the topic.

Crowd Consensus Methods. Classical models:
Majority Vote, Dawid-Skene (Dawid and Skene,
1979), GLAD (Whitehill et al., 2009), Minimax En-
tropy (Zhou et al., 2015). Analysis of aggregation
performance and difficulties in comparing aggre-
gation models in unsupervised setting (Sheshadri
and Lease, 2013; Imamura et al., 2018). Advanced
works on aggregation: combination of aggrega-
tion and learning a classifier (Raykar et al., 2010),
using features of tasks and performers for aggrega-
tion (Ruvolo et al., 2013; Welinder et al., 2010; Jin
et al., 2017), aggregation of crowdsourced pairwise
comparisons (Chen et al., 2013) and texts (Li and
Fukumoto, 2019).

Incremental Relabeling (IRL). Motivation and
the problem of incremental relabeling: IRL based
on Majority Vote; IRL methods with worker quality
scores (Ipeirotis et al., 2014; Ertekin et al., 2012;
Abraham et al., 2016); active learning (Lin et al.,
2014). Connections between aggregation and IRL
algorithms. Experimental results of using IRL at
crowdsourcing marketplaces.

Task Pricing. Practical approaches for task pric-
ing (Wang et al., 2013; Cheng et al., 2015; Yin
et al., 2013). Theoretical background for pricing
mechanisms in crowdsourcing: efficiency, stability,
incentive compatibility, etc. Pricing experiments
and industrial experience of using pricing at crowd-
sourcing platforms.

Task Design for NLP. Most crowdsourcing tasks
are domain-specific (Callison-Burch and Dredze,



27

2010; Biemann, 2013) and designed manually, yet
the task design can be made more efficient by us-
ing the generic workflow patterns (Bernstein et al.,
2010; Gadiraju et al., 2019), computer-supported
methods (Little et al., 2009), and crowd-supported
methods (Bragg et al., 2018).

1.5 Concluding Remarks
Finally, we will finish with analyzing obtained re-
sults from the launched projects. This step demon-
strates the process of verification of collected data.
Together with the attendees, we will discuss which
aggregation algorithms can be applied, analyze out-
come label distribution, check performer quality
and contribution, elaborate on budget control, de-
tect possible anomalies and problems. We will then
share practical advice, discuss pitfalls and possible
solutions, ask the attendees for feedback on the
learning progress, and answer final questions.

By the end of the tutorial, attendees will be fa-
miliar with

• key components required to produce language
resources via crowdsourcing efficiently;

• state-of-the-art techniques to control the anno-
tation quality and to aggregate the annotation
results;

• advanced methods that allow to balance out
between the quality and costs;

• practice of creating, configuring, and running
data collection projects on real performers on
one of the largest global crowdsourcing plat-
forms.

2 Outline

Our tutorial includes the following sessions:

• Introduction to Crowdsourcing (15 min)

• Key Components for Efficient Data Collection
(30 min)

• Practice Session I (60 min)

• Lunch Break (45 min)

• Advanced Techniques (45 min)

• Practice Session II (30 min)

• Results Evaluation and Concluding Remarks
(15 min)

3 Prerequisites for the Attendees

We expect that our tutorial will address an audience
with a wide range of backgrounds and interests.
Thus, even a beginner, each participant will be
able to practice their skills in producing language
resources via a crowdsourcing marketplace (this
practical part will constitute most of our tutorial
timeline).

Our tutorial contains an introduction that posi-
tions the topic among related areas and gives the
necessary knowledge to understand the main com-
ponents of data labeling processes. Thus, the en-
try threshold is shallow to start learning and un-
derstanding the topic. Only minimal knowledge
on collecting labels is required: no knowledge on
crowdsourcing, aggregation, incremental relabel-
ing, and pricing is needed.

We plan to share rich experiences of constructing
and applying large-scale data collection pipelines
while highlighting the best practices and pitfalls.
As a result, any person who develops a web ser-
vice or a software product based on labeled data
and NLP will learn how to construct a language
data annotation pipeline, obtain high-quality labels
under a limited budget, and avoid common pitfalls.

4 Reading List

We offer an optional reading list for the tutorial at-
tendees. These references allow one to understand
crowdsourcing annotation basics for maximizing
the learning outcomes from our hands-on tutorial.
We will nevertheless cover these materials during
the workshop.

Quality Control. Dawid and Skene (1979); Li
and Fukumoto (2019)

Task Design for NLP. Bernstein et al. (2010);
Callison-Burch and Dredze (2010); Biemann
(2013)

Incentives. Snow et al. (2008); Wang et al.
(2013)

5 Tutorial Presenters

Alexey Drutsa (PhD), Yandex
Alexey is responsible for data-driven decisions and
the ecosystem of Toloka, the open global crowd
platform. His research interests are focused on
Machine Learning, Data Analysis, Auction The-
ory; his research is published at ICML, NeurIPS,
WSDM, WWW, KDD, SIGIR, CIKM, and TWEB.
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Alexey is a co-author of three tutorials on practi-
cal A/B testing (at KDD ’18, WWW ’18, and SI-
GIR ’19), five hands-on tutorials on efficient crowd-
sourcing (at KDD ’19, WSDM ’20, SIGMOD ’20,
CVPR ’20, and WWW ’21), and a co-organizer
of the crowdsourcing workshop at NeurIPS2020.
He served as a senior PC member at WWW ’19
and as a PC member at several NeurIPS, ICML,
ICLR, KDD, WSDM, CIKM, and WWW confer-
ences; he was also a session chair at WWW ’17.
He graduated from Lomonosov Moscow State Uni-
versity (Faculty of Mechanics and Mathematics)
in 2008 and received his PhD in Computational
Mathematics from the same university in 2011.

� https://research.yandex.com/
people/603399

! mailto:adrutsa@yandex-team.ru

Dmitry Ustalov (PhD), Yandex
Dmitry is responsible for crowdsourcing studies
and product metrics at Toloka. His research, fo-
cused on Natural Language Processing and Crowd-
sourcing, has been published at COLI, ACL, EACL,
EMNLP, and LREC. He has been co-organizing
the TextGraphs workshop at EMNLP, COLING,
and NAACL-HLT since 2019 and the crowdsourc-
ing workshops at NeurIPS and VLDB since 2020.
Dmitry teaches quality control in the crowdsourc-
ing course at the Yandex School of Data Analysis
and Computer Science Center. He was also a co-
author of the crowdsourcing tutorials at WWW ’21,
SIGMOD ’20, and WSDM ’20. Dmitry received
a bachelor’s and master’s degrees from the Ural
Federal University (Russia), PhD in Computer Sci-
ence from the South Ural State University (Russia),
and post-doctoral training from the University of
Mannheim (Germany).

� https://scholar.google.com/
citations?user=wPD4g7AAAAAJ

! mailto:dustalov@yandex-team.ru

Valentina Fedorova (PhD), Yandex
Valentina is a research analyst at the Crowdsourc-
ing Department of Yandex. She works on research
in Crowdsourcing, including aggregation models
and algorithms for incremental labeling. Her re-
search has been presented at ICML, NIPS, KDD,
SIGIR, and WSDM. She is a co-author of tutori-
als on crowdsourcing at SIGMOD ’20, WSDM

’20, and KDD ’19. Valentina graduated from
Lomonosov Moscow State University (Faculty of
Applied Mathematics and Computer Science) and
obtained her PhD in Machine Learning from Royal
Holloway University of London in 2014. She is
reading lectures on response aggregation and IRL
for the crowdsourcing course at the Yandex School
of Data Analysis (Moscow, Russia) and Computer
Science Center (Saint Petersburg, Russia).

� https://research.yandex.com/
people/603772

! mailto:valya17@yandex-team.ru

Olga Megorskaya, Yandex

Olga Megorskaya, CEO of Toloka. Under Olga’s
leadership, Toloka platform has grown the number
of crowd performers involved in data labeling from
several dozen in 2009 up to 4.1 million in 2020 and
became a global infrastructure for data labeling
available for all ML specialists. Olga is respon-
sible for providing human-labeled data for all AI
projects at Yandex. She is in charge of integrating
crowdsourcing into other business processes, such
as customer support, product localization, software
testing, etc. She graduated from the Saint Peters-
burg State University as a specialist in Mathemat-
ical Methods and Modeling in Economics. Also,
she is a co-author of research papers and tutorials
on efficient crowdsourcing and quality control at
SIGIR, CVPR, KDD, WSDM, and SIGMOD.

� https://research.yandex.com/
people/603770

! mailto:omegorskaya@yandex-team.
ru

Daria Baidakova, Yandex

Daria is responsible for consulting and educating
Toloka requesters on integrating crowdsourcing
methodology in AI projects. She also manages
crowdsourcing courses at top data analysis schools
(Yandex School of Data Analysis, Y-Data, etc)
and organizes tutorials and hackathons for crowd-
sourcing specialists. Daria is a co-author of four
hands-on tutorials on efficient crowdsourcing (at
WSDM ’20, CVPR ’20, SIGMOD ’20, WWW’21)
and a co-organizer of the crowdsourcing workshop
at NeurIPS’2020. Prior to her work at Yandex,
she conducted several education projects for youth
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while working at the UAE Minister’s of Youth of-
fice in 2016–2017. She graduated from the London
School of Economics and Political Science with
MSc in Social Policy & Development (2018), and
from New York University with BA in Economics
(2017).

� https://www.linkedin.com/in/
dashabaidakova

! mailto:dbaidakova@yandex-team.
ru
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