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Abstract
We propose a Transformer-based sequence-to-
sequence model for automatic speech recog-
nition (ASR) capable of simultaneously tran-
scribing and annotating audio with linguistic
information such as phonemic transcripts or
part-of-speech (POS) tags. Since linguistic
information is important in natural language
processing (NLP), the proposed ASR is es-
pecially useful for speech interface applica-
tions, including spoken dialogue systems and
speech translation, which combine ASR and
NLP. To produce linguistic annotations, we
train the ASR system using modified train-
ing targets: each grapheme or multi-grapheme
unit in the target transcript is followed by an
aligned phoneme sequence and/or POS tag.
Since our method has access to the under-
lying audio data, we can estimate linguistic
annotations more accurately than pipeline ap-
proaches in which NLP-based methods are ap-
plied to a hypothesized ASR transcript. Ex-
perimental results on Japanese and English
datasets show that the proposed ASR system
is capable of simultaneously producing high-
quality transcriptions and linguistic annota-
tions.

1 Introduction

End-to-end automatic speech recognition (E2E
ASR), which transcribes speech using a single
neural network (NN), has recently gained trac-
tion (Graves and Jaitly, 2014; Chorowski et al.,
2015; Chan et al., 2016; Graves, 2012; Dong et al.,
2018). Existing E2E ASR models generate au-
dio transcripts by sequentially producing likely
graphemes, or multi-graphemic units, from which
lexical items of a language can be recovered. How-
ever, other linguistic annotations such as phone-
mic transcripts, part-of-speech (POS) tags, or word
boundaries, help understand the underlying audio
characteristics (Simonnet et al., 2017). Such lin-
guistic annotations are especially important in natu-
ral language processing (NLP) tasks done on audio
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Figure 1: Example of E2E ASR predicting two types
of sequences. ym,l denotes the m-th token of the l-th
type of the sequence.

data, including spoken dialogue systems (Jurafsky
and Martin, 2008). This study aims to endow ex-
isting E2E ASR models with the ability to produce
such linguistic annotations.

Prior work explored using E2E ASR systems to
predict multiple kinds of labels. Fig. 1 shows a dia-
gram of these systems. These approaches use one
of the following models: a one-to-many (O2M)
model (Kubo and Bacchiani, 2020; Ueno et al.,
2018; Gowda et al., 2019; Sanabria and Metze,
2018; Adams et al., 2019), a one-to-one (O2O)
model with a conditional chain mapping (Shi et al.,
2020), or an O2O model with a single sequence
(Audhkhasi et al., 2018; Ghannay et al., 2018;
Shafey et al., 2019; Yadav et al., 2020).

In O2M models shown in Fig. 1(a), a multi-
task objective is used in which an extra branch
is tasked with estimating the secondary label se-
quence. For example, in (Kubo and Bacchiani,
2020), the phonemic transcript is produced in addi-
tion to the graphemic transcript. The O2M model
can estimate each sequence more accurately than
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separate models responsible for producing phone-
mic and graphemic transcripts independently. We
can implement this approach with less effort by
attaching multiple loss functions to the base archi-
tecture. However, this O2M model does not ex-
plicitly consider dependencies between phonemic
and graphemic transcripts. Furthermore, aligning
phoneme and grapheme sub-sequences requires ad-
ditional post-processing based on time alignment
or alignment across the multiple sequences dur-
ing inference. Performance of downstream NLP
tasks built on top of ASR outputs will suffer if this
post-processing fails to generate alignment.

Fig. 1(b) shows an O2O model with a condi-
tional chain mapping. This method for multiple
sequence modeling has been applied to dialog mod-
eling (Liang et al., 2020), speaker diarization (Fu-
jita et al., 2020a), and multi-speaker ASR (Shi et al.,
2020). Unlike the O2M model, this model can pre-
dict a variable number of output sequences while
explicitly considering dependencies between the
multiple sequences based on the probabilistic chain
rule. However, modeling these inter-sequence de-
pendencies requires more complicated neural ar-
chitectures, and alignment of the sequences still
requires post-processing during inference.

Another option for using O2O models is to out-
put multiple sequences as a single sequence in-
stead of using conditional chain mapping, as shown
in Fig. 1(c). For example, in (Audhkhasi et al.,
2018), the O2O model produces word transcripts
by first generating a word’s constituent graphemes
followed by the word itself. Another application,
explored in (Shafey et al., 2019) used the O2O
model to produce graphemes followed by speaker
role. This approach is the simplest to implement be-
cause we can reuse the neural network architecture
used to produce the primary sequence to sequence
mapping to produce the secondary label sequence
(e.g., connectionist temporal classification (CTC)
based systems). In contrast to the previous two
approaches, the O2O model does not require post-
processing to align the label sequences during in-
ference since the output sequence preserves the
alignment between the word and corresponding an-
notation labels; alignment is only needed for the
data preparation stage during training to produce
the appropriate target sequences. For this reason,
we used the O2O model in this study.

This paper proposes to use a state-of-the-art
Transformer-based E2E ASR system (Karita et al.,

2019) for the O2O model with a single sequence,
instead of CTC-based approaches which are fre-
quently supported (Audhkhasi et al., 2018; Ghan-
nay et al., 2018). Compared with the CTC-based
systems, this approach can explicitly model the
relationship between the output labels thanks to
the autoregressive decoder network, similar to the
conditional chain rule model in Fig. 1(b). We
also demonstrate improved performance compared
to the CTC-based systems. Another contribu-
tion is that we conducted an extensive empirical
evaluation to analyze and demonstrate the util-
ity of our approach. For example, we applied
the method to English and Japanese ASR tasks
in which phonemic transcripts and POS tags are
simultaneously produced. Our approach predicts
linguistic annotations correctly even though corre-
sponding graphemes are wrong, while the pipeline
approach, in which NLP-based methods are ap-
plied to a hypothesized ASR transcript, fails. This
feature is helpful for the downstream NLP system
like slot filling or intent detection. Besides, our
approach is suitable for on-device applications be-
cause the E2E model archives small-footprint pre-
diction (Pang et al., 2018). Note that our primary
goal is to provide aligned transcripts and linguis-
tic annotations with minimal degradation in ASR
performance. We are not aiming to improve ASR
performance. The features of the proposed method
are summarized as follows:

• The proposed Transformer-based O2O model
can explicitly model the relationship between
the output graphemes and corresponding lin-
guistic annotations, unlike the O2M and CTC-
based O2O models.

• Our approach does not require additional
alignment post-processing across the tran-
scriptions and the sequence of the linguistic
annotations during inference.

• We can easily combine the proposed O2O
model with downstream NLP tasks and also
conduct an intuitive error analysis (e.g., de-
tecting the error caused due to the homonym
by checking the word and the corresponding
phoneme output).

2 Existing E2E ASR system

2.1 E2E ASR
The objective of E2E ASR is to estimate the output
token sequence y = {ym ∈ Y}Lm=1 from input fea-
ture sequences X = {xi ∈ <Din}Iini=1. Here, Din
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and I in denote the number of the dimension of the
input feature and the length of the input sequence,
respectively; and L and Y denote output sequence
length and the token vocabulary. To predict the
output token sequence, an NN is trained to maxi-
mize the following conditional likelihood objective
function:

L = log p(y|X)

=
M∑

m=1

log p(ym|y1, . . . , ym−1,X). (1)

During run-time, the ASR output ŷ is predicted by

ŷ = arg max
y∈Y∗

log p(y|X), (2)

where Y∗ denotes a set of all possible hypotheses.
The Transformer (Vaswani et al., 2017) is a state-

of-the-art NN architecture that can be used to maxi-
mize Eq. (1). The Transformer consists of two NNs:
The Encoder network and the Decoder network.
Let Iemb and Demb be the sequence length and di-
mension of the acoustic embedding. The Encoder
network generates a sequence of embeddings of the
acoustic information E = {ei ∈ <Demb}Iemb

i=1 from
input feature sequences, i.e. E = Encoder(X).
The Decoder network predicts the output of the
M -th step yM given a sub-sequence, including the
current output ȳ = {y1, · · · , yM−1} and E, i.e.
yM = Decoder(ȳ,E). This conditional autore-
gressive modeling function is particularly impor-
tant in this paper since it can explicitly model the
relationship between output labels, unlike CTC.

2.2 E2E ASR to predict two or more
sequences

This study aims to estimate a word/morpheme se-
quence and linguistic annotations, such as phone-
mic transcripts or POS tags, simultaneously. Here,
we define the number of sequences including the
subword sequence y1 in Section 2.1 and additional
linguistic annotation sequences as y2, . . . ,yK . To
predict both transcriptions and linguistic annota-
tions, the NN is trained to maximize the following
log-likelihood of the joint probability:

L = log p(y1, · · · ,yK |X) , (3)

where yk = {y1,k, · · · , yMk,k|ym,k ∈ Yk} denotes
an Mk-length sequence of the k-th type of tokens
or linguistic annotations and Yk denotes a set of the
corresponding tokens or symbols. In the rest of this

subsection, we explain the following existing mod-
els to maximize Eq. (3): the O2M model trained
with multi-task learning and the O2O model trained
with the conditional chain mapping.

2.2.1 O2M model trained with multi-task
learning

One frequently used NN architecture (Ueno et al.,
2018; Gowda et al., 2019; Sanabria and Metze,
2018; Adams et al., 2019) that maximizes Eq. (3)
is the O2M model trained with multi-task learning.
Fig. 1(a) shows the architecture of the model. The
O2M model outputs several types of sequences
independently. In other words, multi-task learning
is derived by assuming conditional independence
of output token types for Eq. (3), as follows:

L = log
K∏
k=1

p(yk|(((((((y1, · · · ,yk−1,X) (4)

=

K∑
k=1

Mk∑
m=1

log p(ym,k|ȳ1:m−1,k,X) , (5)

where ȳ1:m−1,k = {y1,k, · · · , ym−1,k} denotes a
sub-sequence of the k-th type of tokens or linguistic
annotations up to m− 1. The line crossing part of
Eq. (4) represents that the sequences y1, · · · ,yk−1
are neglected by assuming conditional indepen-
dence. The purpose of this study is to predict
words/morphemes and aligned linguistic annota-
tion jointly. Since the O2M model deals with differ-
ent lengths of sequences, post-processing is needed
to align the multiple sequences. Also, Eq. (4)
shows that multi-task learning assumes conditional
independence, but transcripts and linguistic annota-
tions are often conditionally dependent. Hence the
O2M model is not ideal for this study.

2.2.2 O2O model trained with conditional
chain mapping

The O2O model trained with a conditional chain
mapping (Fujita et al., 2020a; Shi et al., 2020) can
also be used to maximize Eq. (3). Fig. 1(b) shows
the architecture of this model. This model predicts
the different sequence types sequentially, each time
conditioning on all previously decoded sequence
types 1 . . . k − 1. Different from the multi-task
training loss (Eq. (4)) used in the O2M model, the
O2O conditional chain mapping model is trained
to maximize the joint log-likelihood (Eq. (3)) via a
recursive expansion of the probabilistic chain rule.
This model does not require or assume conditional
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independence between sequence types. Formally,
the O2O model is trained to maximize the follow-
ing loss function:

L = log

K∏
k=1

p(yk|y1, · · · ,yk−1,X)

=
K∑
k=1

Mk∑
m=1

log p(ym,k|ȳm−1,k, Ȳ1:k−1,X) ,

(6)

where Ȳ1:k−1 = {y1, · · · ,yk−1} denotes (k −
1) sequences. While this approach can explicitly
model inter-sequence dependencies, it still requires
post-processing to align the output sequences.

3 Proposed E2E ASR system

3.1 Framework
Fig. 1(c) depicts the proposed single sequence O2O
E2E ASR model. The single sequence O2O model
predicts the word/morpheme and the corresponding
linguistic annotations simultaneously by regarding
multiple sequences as a single sequence.

In the single sequence representation, the K out-
put sequences are collapsed into a single sequence
of S segments. The i-th segment si consists of
a fixed order of K jointly aligned sub-sequences.
Let ȳi,k be the i-th sub-sequence of the k-th
type of tokens or annotations from index B(i, k)
to E(i, k), i.e., ȳi,k := ȳB(i,k):E(i,k),k. Then,
si = (ȳi,1, . . . , ȳi,K) denotes the i-th variable-
length segment composed of aligned graphemic
and linguistic annotation sub-sequences. Equation
8 shows how the K sequences are collapsed into a
single sequence of composed of segment si.y1

...
yK

 =

 ȳ1,1, . . . , ȳS,1
...

ȳ1,K , . . . , ȳS,K

 (7)

=
(
s1, . . . , sS

)
. (8)

To obtain si, we use existing annotation tools or
manual annotations to jointly align the training sets
of the K output sequence types. These segments
are used as training targets in an auto-regressive
prediction task. In this way, our model implicitly
learns to simultaneously predict and align K output
sequences from an input X. We discuss further
details of the data preparation in Section 3.2.

Letting y∗i denote elements of the collapsed
single-sequence representation

(
s1, . . . , sS

)
, the

joint log-likelihood (Eq. (3)) can be written as

L = log p(y1, . . . ,yK |X)

=
M∗∑
m=1

log p(y∗m|y∗1, . . . , y∗m−1,X) . (9)

Note that this form is almost equivalent to the sin-
gle sequence objective function in Eq. (1) except
for the variable y∗m takes values from the union
of the K symbol sets that represent the K out-
put sequences and the length of this sequence
M∗ =

∑K
k=1Mk, is the sum of the lengths of

the K output sequences.
This framework has various benefits compared

with the existing frameworks described in Sec-
tion 2. Similar to the O2O model trained
with the conditional chain mapping in Section
2.2.2, this framework does not assume the condi-
tional independence between output labels and has
the flexibility to model the dependency between
words/morphemes and linguistic annotations. Re-
lated works are using the O2O model, e.g., (Yadav
et al., 2020), but they are based on CTC and do not
consider such an explicit output dependency. Also,
the proposed method using Transformer can pre-
serve a relationship between the word/morpheme
and the corresponding linguistic annotations across
the sequence based on the aligned representation si
in Eq. (8). Finally, this framework is equivalent to
the original single-sequence objective function, and
we can use an existing strong sequence-to-sequence
model (transformer in this paper) without any mod-
ifications of the algorithm. The only process is to
prepare the collapsed single sequence composed of
si, which is discussed in the next section.

3.2 Data preparation

This section describes how we prepare the col-
lapsed single sequence composed of si in Eq. (8).
We explain this data preparation with both English
(TED-LIUM release 2 (TEDLIUM2) (Rousseau
et al., 2014)) and Japanese (corpus of sponta-
neous Japanese (CSJ) (Maekawa et al., 2000)) data
as an example. The sequence type includes the
graphemic and phonemic transcripts1, as well as
the POS tags.

Fig. 2 shows how to obtain the target sequence.
First, we predict sequences of phonemes and POS
tags from the graphemic sequences using manually

1In the Japanese task, we used the kana character, a syllabic
character, and this paper regards it as a phoneme.
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Figure 2: Example of the target sequence for the proposed model. <Ph·>, <Pos·>, and // denote symbols of
phonemes and graphemes, and the word boundary, respectively. (a) the graphemic sequence; (b) sequences of
phonemes and POS tags; (c) sequences whose annotations are mapped into specific symbols; (d) sub-sequences
of graphemes, phonemes, and POS tags; (e) target sequence; (f) target sequence applied byte-pair encoding (Kudo
and Richardson, 2018).

annotated labels or annotation tools (Fig. 2(a),(b)).
For the Japanese data, we use the annotation labels
provided in the corpus. Note that some of the POS
tags are estimated using a morphological analy-
sis model. For the English data, we obtain these
sequences from the pronunciation dictionary pro-
vided in the corpus and WordNet (Miller, 1998), re-
spectively. Some words in the vocabulary have two
or more pronunciations in the pronunciation dictio-
nary. To obtain phoneme sequences, we randomly
selected a single pronunciation per word from the
candidate pronunciations. Since in WordNet, 57 %
of the words in the corpus are not annotated with
the POS tags, we annotated these labels with the
output of the POS tagging system (Loper and Bird,
2002). Next, we replaced these phonemes and POS
tags with special symbols (Fig. 2(c)) to distinguish
them from the grapheme symbols. Third, we split
graphemic and linguistic annotation sequences at
word boundaries and obtain sub-sequences (ȳi,k

in Eq. (8)) (Fig. 2(d)). Then sub-sequences are
aggregated with the segments (si in Eq. (8)) and
collapsed into the target sequence in the manner of
Eq. (8) (Fig. 2(e)). For the English data, we applied
byte-pair encoding (BPE) (Kudo and Richardson,
2018) to the collapsed target sequence (Fig. 2(f)).

4 Experiments

4.1 Experimental setup

4.1.1 E2E ASR
We built a Transformer-based ASR system using
the ESPnet toolkit (Watanabe et al., 2018). The

Transformer architecture and hyper-parameters for
training/decoding are based on existing recipes
in ESPnet. We investigated three models: self-
attention-based CTC (Pham et al., 2019), the Trans-
former (Dong et al., 2018), and a hybrid Trans-
former trained with an auxiliary CTC objective
(Transformer+CTC) (Karita et al., 2019). The CTC
model was used in prior studies based on O2O
models, e.g., (Audhkhasi et al., 2018; Yadav et al.,
2020). During training, the CTC model was regu-
larized with the Transformer decoder in the multi-
task learning fashion similar to Transformer+CTC.
Such regularization techniques yield a significant
improvement over a pure CTC baseline (Fujita
et al., 2020b).

For the training of Transformer+CTC, we
applied joint CTC training to improve perfor-
mance (Karita et al., 2019). For CTC-based
decoding, we used the greedy search algorithm.
For Transformer decoding, we used the beam
search algorithm and tuned search parameters us-
ing the development set. For the Transformer+CTC
model, we applied Transformer/CTC joint decod-
ing (Karita et al., 2019). and tuned the weights
of the objective using the development set. Note
that the language model shallow fusion (Hori et al.,
2018) is not applied since we could not find effec-
tiveness in our preliminary experiment.

4.1.2 Evaluation criteria
We evaluate the performance of the proposed
method using the character error rate (CER),
phoneme error rate (PER), and word error rate
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(WER). CER and WER measure the quality of
graphemic transcripts in Japanese and English re-
spectively. PER is used to evaluate the quality
of phonemic transcripts in both languages. This
study aims to incorporate linguistic annotation pre-
diction into the state-of-the-art Transformer-based
E2E ASR. We computed the CER/WER/PER to
verify that the E2E model can perform ASR ad-
equately even though the additional downstream
NLP tasks are incorporated.

To obtain a sequence with alignment (si in Eq.
(8)) on the inference stage, grapheme, phoneme,
and POS should be generated in the same order as
the training stage. To confirm this, we define an-
notation structure accuracy (ASA) as a metric. We
can compute the correct number of the predicted
structure and compute the accuracy. For example,
the correct order of the output must follow the fol-
lowing grapheme-phoneme-POS order:
<s> I <Ph12> <Pos3> go <Ph21> <Pos5> </s>
where <s> and </s> denote the start and end sym-
bols of a sentence, respectively. However, our
sequence-to-sequence model does not have such
explicit output constraints and it possibly outputs
the following wrong order of the sequence:
<s> I <Ph12> <Pos3> go <Pos5> </s>

Thus, the second case has 5 correct transition
counts among 6 total transition counts, and we
can compute the accuracy as 5/6. We assume the
transition from "go" to <Pos5> is incorrect.

To evaluate Japanese ASR’s word segmentation
performance, we measure the precision p, recall
r, and F-value f of the hypothesized segmenta-
tion compared to the ground-truth segmentation.
Let Nhyp, N ref , and N cor be the numbers of the
predicted graphemes, the graphemes of the ref-
erence, and the graphemes whose predicted lin-
guistic annotation is correct, respectively. The
precision p, recall r, and F-value f are defined
as follows: p = N cor/Nhyp, r = N cor/N ref ,
f = 2pr/(p + r). We only compared 1,919 utter-
ances whose reference and hypothesis transcripts
are exactly matched in order to ignore the effect of
the ASR errors.

Additionally, hypothesized ASR transcripts and
reference transcripts are aligned with graphemes,
and we computed an annotation accuracy to mea-
sure the performance of the linguistic annotation.
Let N in and N cor be the number of input words
whose estimated grapheme is correct and the words
whose estimated grapheme and linguistic annota-

tions are correct, respectively. The accuracy is
computed by N cor/N in. Since we do not deal with
the words whose grapheme is predicted incorrectly
by ASR for computing the annotation accuracy, the
annotation accuracy is robust to the ASR error.

Since the above measures for the word segmen-
tation and linguistic annotation do not consider
the ASR errors, we finally computed the following
measures using all of the utterances (i.e., including
ASR errors): normalized edit distance, precision,
recall, and F-values.

4.1.3 Baseline of the linguistic annotation
To compare the linguistic annotation performance,
we prepared a pipeline system, i.e., ASR fol-
lowed by an NLP-based linguistic annotation.
In the pipeline system, the separated model of
CTC+Transformer first predicts graphemic se-
quences. Then, the linear SVM with L2 normal-
ization, trained using KyTea (Graham and Mori,
2010), predicts word boundaries and linguistic an-
notation from the predicted sequences. To train
KyTea, we only used the transcriptions in the ASR
training set to perform a fair comparison to the
proposed method.

The pipeline system for the Japanese task re-
quires word segmentation before predicting lin-
guistic annotations. The proposed ASR, on the
other hand, achieves word segmentation and lin-
guistic annotations simultaneously. Additionally,
the proposed ASR achieves these estimates using
graphemic information and acoustic information,
but the pipeline system uses only the graphemic
information. Hence, we expect that the proposed
method can predict better word boundary and lin-
guistic annotations for the sentence, which is hard
to estimate only from graphemic information. Be-
sides, our model might predict linguistic annota-
tions correctly even though its transcripts are mis-
predicted, while the pipeline approach fails to pre-
dict linguistic annotation when the hypothesized
ASR transcriptions include ASR errors. It is help-
ful for the downstream NLP-based system like slot
filling or intent detection.

4.2 Performance of speech recognition

We evaluated ASR performance to confirm the pro-
posed method can produce high-quality transcrip-
tions and linguistic annotations. Note that our pri-
mary goal is to simultaneously predict transcription
and linguistic annotations by keeping sufficient per-
formance, not improving the ASR performance it-



1867

CSJ TEDLIUM2
eval1 eval2 eval3 dev test

outputs model CER PER CER PER CER PER WER PER WER PER
graphemes, phonemes CTC (baseline) 7.4 5.0 5.5 3.1 5.9 3.3 15.7 7.3 15.6 7.7

Transformer 6.9 4.4 4.7 2.6 6.1 3.7 15.8 9.3 15.0 9.1
Transformer+CTC 6.1 3.8 4.3 2.3 4.6 2.5 10.3 4.9 9.3 4.7

graphemes, phonemes,POS CTC (baseline) 10.0 7.0 7.3 4.4 8.3 5.1 15.8 7.2 14.9 7.0
Transformer 6.4 4.1 4.7 2.7 5.2 3.0 14.6 8.8 13.5 8.2

Transformer+CTC 6.7 4.3 4.9 2.7 5.3 2.9 10.3 4.7 9.5 4.7

Table 1: Comparison between CTC models, Transformer models, and Transformer+CTC models. CER, PER
and WER denote character error rate, phoneme error rate, and word error rate, respectively. The CTC model was
extensively used in prior work (e.g., Ghannay et al., 2018). Transformer+CTC refers to the Transformer with joint
CTC training and decoding (Watanabe et al., 2018).
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Figure 3: Comparison between separated model and proposed joint modeling. The separated model predicts
graphemes or phonemes; the joint model predicts graphemes and linguistic annotations simultaneously.

self. Table 1 and Fig. 3 show the ASR performance
of the Japanese (CSJ) and English (TEDLIUM2)
tasks.

First, we discuss which model architecture is ap-
propriate for predicting the grapheme and phoneme
sequences. Table 1 shows the Transformer or Trans-
fromer+CTC achieves better performance com-
pared to the CTC model, which corresponds to
the conventional method. This means that the
Transformer is better for predicting transcriptions
and linguistic annotations (phoneme in this ex-
periment) than CTC thanks to the explicit depen-
dency modeling, as discussed in Section 3. Since
Transformer+CTC yields better or equivalent per-
formance than the Transformer, we used Trans-
former+CTC architecture as a base model in the
rest of this paper (refer to as a joint model).

Second, we discuss whether the proposed joint
models predict the grapheme and phoneme with
sufficient performance. To confirm that, we
trained two separate models, which predict either a
grapheme sequence or a phoneme sequence. Since
Transformer+CTC yields better performance than
the CTC model and Transformer, we used Trans-
former+CTC architecture as a base model. Fig. 3

shows that the proposed joint model is almost com-
parable to the separated model, especially when
it predicts both graphemes and phonemes. When
the joint model prediction includes the POS tag,
we observed a slight degradation, especially in
the Japanese task. However, such degradation is
still less than 1%, and we can conclude the pro-
posed O2O model of Transformer+CTC can predict
graphemes and phonemes simultaneously with suf-
ficient performance. We would emphasize that the
proposed joint model can have alignment between
grapheme/phoneme/POS while the conventional
separated model can not.

4.3 Performance of the annotation structure
prediction

As we discussed in Section 4.1.2, we computed the
annotation structure accuracy (ASA), and it turns
out that its range was from 98.9 % to 100.0 %.
This means that the proposed joint model can con-
sistently predict transcriptions and the linguistic
annotations in the correct order almost perfectly.
We found that almost all errors of the transition
occurred in the last word, which might be caused
by beam search errors.
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(a) Transcription including repetition.
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(b) Transcription including heteronym.

Figure 4: Examples of the estimated transcription. X, in X/Y/Z, denotes graphemes, and Y, Z denotes phonemes
and POS tags, respectively.

System Precision Recall F-value
Pipeline 99.6 99.5 99.6

Proposed 99.8 99.8 99.8

Table 2: Word segmentation performance in CSJ (%).
Pipeline is ASR predicting transcriptions followed by
the NLP-based linguistic annotation system (Graham
and Mori, 2010). Proposed predicts graphemes and
phonemes followed by POS tags from speech. Note
that we used only the sentences whose hypothesized
ASR transcript is predicted correctly for evaluation.

CSJ TEDLIUM2
System Phoneme POS Phoneme POS

Pipeline 99.4 99.0 99.8 99.7
Proposed 99.8 99.4 99.9 99.9

Table 3: Accuracy of predicting linguistic annotation
(%). Note that we removed the graphemes which do not
appear in the reference from the evaluation to ignore
the effect of the ASR errors.

4.4 Performance of word segmentation and
predicting linguistic annotations

We evaluated the performance of word segmen-
tation and linguistic annotations using the output
of the proposed ASR, which predicts graphemes,
phonemes, and POS tags. Note that we did not
compute the word segmentation performance in
the English task because the English sentences in-
clude word boundaries.

Tables 2 and 3 show the performance of the word
segmentation and of the predicting linguistic an-
notations, respectively. Note that these results do
not consider the ASR error. These tables show
that the proposed ASR system achieves better word
segmentation and predicts linguistic annotations

CSJ TEDLIUM2
System Phoneme POS Phoneme POS

Pipeline 0.08 0.06 0.10 0.08
Proposed 0.08 0.05 0.10 0.07

Table 4: Normalized edit distance averaged over the
whole evaluation set. Note that we consider the effect
of the ASR errors.

better than the pipeline system. To compute ac-
curacy, we used 41k and 65k morphemes for CSJ
and TEDLIUM2, respectively, and we consider the
number of samples is enough to show our model is
better than the pipeline approach.

Table 4 and 5 show the performance which con-
siders ASR errors. Table 4 shows that the proposed
ASR system achieves better prediction of the POS
tags than the pipeline, even though the proposed
system sometimes failed to predict the transcrip-
tions2. Table 5 also confirms that the proposed ASR
system predicts better performance in the Japanese
task. Although the performance of the pipeline sys-
tem and the proposed ASR system is comparable in
the English task, we would like to emphasize that
the proposed ASR does not require extra memory
for the additional downstream NLP task. This is
useful for developing a small footprint system.

Fig. 4 shows some examples that the pro-
posed ASR can estimate the word boundary and
phonemes correctly. For example, the first sentence
correctly segments the word boundary based on the
"repetition" POS tag estimated from the acoustic
information. Similarly, the second sentence appro-
priately chooses the correct pronunciation from the
acoustic information.

5 Discussion

5.1 Building pronunciation dictionary

Since our system of E2E ASR can estimate pairs
of graphemes and phonemes for each word, we
can build a pronunciation dictionary by consider-
ing both graphemes to phoneme sequences and
acoustic information.

Table 6 shows the entries of the pronunciation
dictionary extracted from the output of our sys-
tem. The first row of the table lists the entries

2We conducted Welch’s t-test and found a significant dif-
ference between the POS values of the pipeline system and
the proposed ASR system (p < 0.01).
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CSJ TEDLIUM2
System Precision Recall F-value Precision Recall F-value

Pipeline 79.4 82.6 81.4 84.5 71.5 77.5
Proposed 85.0 85.6 85.3 82.6 71.2 76.5

(a) Phoneme
CSJ TEDLIUM2

System Precision Recall F-value Precision Recall F-value
Pipeline 79.1 82.6 80.8 84.5 58.3 69.0

Proposed 84.9 84.8 84.8 83.2 58.3 68.6
(b) POS

Table 5: Precision, recall, and F-values of the linguistic annotation prediction. We used all of the sentences,
including the hypothesized ASR transcript including the ASR error, for evaluation.

Entries
(a) REF kindergarteners/K,IH,N,D,ER,G,AA,R,T,AH,N,ER,Z overcooked/OW,V,ER,K,UH,K,T jovial/JH,OW,V,IY,AH,L

HYP kindergarteners/K,IH,N,D,ER,G,AA,R,T,AH,N,ER,Z overcooked/OW,V,ER,K,UH,K,T jovial/JH,OW,V,IY,AH,L
(b) REF Himalaya/HH,IH,M,AH,L,AY,AH forest/F,AO,R,IH,S,T object/AA,B,JH,EH,K,T

HYP Himalaya/HH,IH,M,AH,L,EY,AH forest/F,AO,R,AH,S,T object/AH,B,JH,EH,K,T

Table 6: Entries of the pronunciation dictionary generated using the output of the proposed E2E ASR. X and
Y, in X/Y, denote transcription and phoneme sequence, respectively; and REF and HYP denote reference and
hypothesis, respectively. The row of (a) and (b) list the entries of the out-of-vocabulary word and the entries of the
heteronym, respectively.

whose words did not appear in the text of the train-
ing set and whose phoneme sequence is estimated
correctly. These entries indicate that our system
can predict the phonemes of OOV words. The
second row of the table shows the entries whose
phonemes are different from the reference but ex-
ist in the CMU pronunciation dictionary (CMU).
In other words, these entries have variations of the
phoneme sequence for each word, and the phoneme
sequences are predicted correctly. In this study, we
removed the phoneme sequence variations for each
grapheme from the training set. If the Transformer
is trained to predict phoneme sequences using only
linguistic information, the phoneme sequences are
likely to be mapped into words deterministically.
Interestingly, our Transformer recovers the varia-
tions of the phoneme sequences for each word. It
seems that the acoustic information contributed to
predicting the phoneme sequences.

5.2 Attention pattern

One of the Transformer’s additional benefits is that
we can deduce what is happening inside the Trans-
former by visualizing the patterns of self-attention
and source-target attention weights.

Fig. 5 depicts patterns of the self-attention and
source-target attention weights on the third layer
of the Decoder network. This figure shows that
self-attention changes monotonically but has ad-
ditional diagonal dotted lines. This means that
self-attention uses the multiple (both grapheme and

%&$"#
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"
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(b) Source-target attention

Figure 5: Example of the attention pattern of the third
layer of the Decoder network. The transformer esti-
mates graphemes and phonemes simultaneously.

phoneme) output symbols but mostly preserving
the order of the sequence. Similarly, it also shows
that source-target attention focuses on the acoustic
feature of the same time step twice. It shows that
both graphemes and phonemes are predicted using
the same acoustic features at the same time step,
respectively.

6 Conclusion and future work

We proposed a novel E2E ASR Transformer sys-
tem for simultaneously estimating transcriptions
and linguistic annotations such as phonemic tran-
scripts or POS tags. This paper showed that the
proposed ASR could estimate these features with
sufficient performance and also showed reasonable
phoneme and grapheme analyses and attention pat-
terns thanks to the aligned output of both output
symbols. In future work, we will extend the pro-
posed approach to predict other linguistic annota-
tions such as named entities.
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