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Introduction

Welcome to HumEval 2021!

We are pleased to present the first workshop on Human Evaluation of NLP Systems (HumEval) that
is taking place virtually as part of the 16th Conference of the European Chapter of the Association for
Computational Linguistics (EACL 2021).

Human evaluation plays an important role in NLP, from the large-scale crowd-sourced evaluations to
the much smaller experiments routinely encountered in conference papers. With this workshop we wish
to create a forum for current human evaluation research, a space for researchers working with human
evaluations to exchange ideas and begin to address the issues that human evaluation in NLP currently
faces, including aspects of experimental design, reporting standards, meta-evaluation and reproducibility.

The HumEval workshop accepted 9 submissions as long papers, and 6 as short papers. The accepted
papers cover a broad range of NLP areas where human evaluation is used: natural language generation,
machine translation, summarisation, dialogue, and word embeddings. There are also papers dealing with
evaluation practices and methodology in NLP.

This workshop would not have been possible without the hard work of the program committee. We would
like to express our gratitude to them for writing detailed and thoughtful reviews in a very constrained span
of time. We also thank our invited speakers, Lucia Specia, and Margaret Mitchell, for their contribution
to our program. As the workshop is part of EACL, we appreciated help from the EACL Workshop
Chairs, Jonathan Berant, and Angeliki Lazaridou, from the EACL Publication Chairs, Valerio Basile, and
Tommaso Caselli, and we are grateful to all the people involved in setting up the virtual infrastructure.

You can find more details about the worskhop on its website: https://humeval.github.io/.

Anya, Shubham, Yvette, Ehud, Anastasia
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Invited Speaker: Lucia Specia, Imperial College London

Disagreement in Human Evaluation: Blame the Task not the Annotators

Abstract: It is well known that human evaluators are prone to disagreement and that this is a problem for
reliability and reproducibility of evaluation experiments. The reasons for disagreement can fall into two
broad categories: (1) human evaluator, including under-trained, under-incentivised, lacking expertise, or
ill-intended individuals, e.g., cheaters; and (2) task, including ill-definition, poor guidelines, suboptimal
setup, or inherent subjectivity. While in an ideal evaluation experiment many of these elements will be
controlled for, I argue that task subjectivity is a much harder issue. In this talk I will cover a number of
evaluation experiments on tasks with variable degrees of subjectivity, discuss their levels of disagreement
along with other issues, and cover a few practical approaches do address them. I hope this will lead to an
open discussion on possible strategies and directions to alleviate this problem.
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Invited Speaker: Margaret Mitchell

The Ins and Outs of Ethics-Informed Evaluation

Abstract: The modern train/test paradigm in Artificial Intelligence (AI) and Machine Learning (ML)
narrows what we can understand about AI models, and skews our understanding of models’ robustness in
different environments. In this talk, I will work through the different factors involved in ethics-informed AI
evaluation, including connections to ML training and ML fairness, and present an overarching evaluation
protocol that addresses a multitude of considerations in developing ethical AI.
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Abstract

Common sense is an integral part of human
cognition which allows us to make sound de-
cisions, communicate effectively with others
and interpret situations and utterances. Endow-
ing AI systems with commonsense knowledge
capabilities will help us get closer to creating
systems that exhibit human intelligence. Re-
cent efforts in Natural Language Generation
(NLG) have focused on incorporating com-
monsense knowledge through large-scale pre-
trained language models or by incorporating
external knowledge bases. Such systems ex-
hibit reasoning capabilities without common
sense being explicitly encoded in the training
set. These systems require careful evaluation,
as they incorporate additional resources during
training which adds additional sources of er-
rors. Additionally, human evaluation of such
systems can have significant variation, mak-
ing it impossible to compare different systems
and define baselines. This paper aims to de-
mystify human evaluations of commonsense-
enhanced NLG systems by proposing the Com-
monsense Evaluation Card (CEC), a set of
recommendations for evaluation reporting of
commonsense-enhanced NLG systems, under-
pinned by an extensive analysis of human eval-
uations reported in the recent literature.

1 Introduction

Commonsense knowledge is vital for human com-
munication, as it helps us make inferences with-
out explicitly mentioning the context. Recently,
there has been an interest in developing Natural
Language Generation (NLG) systems that exhibit
commonsense abilities (e.g. (Lin et al., 2020)). Al-
though everyone understands what common sense
is, defining it remains a challenge as it is highly
context-dependent. Common sense can be defined
as “simple wisdom” (Oxford English Dictionary

∗* Equal Contribution

online), “the ability to use good judgment in mak-
ing decisions and to live in a reasonable and safe
way” (Cambridge dictionary), or as a “sound and
prudent judgment based on a simple perception of
the situation or facts” (Mirriam Webster). Com-
mon sense involves language understanding and
reasoning abilities, representing a key factor for
establishing effective interactions between humans
and machines (Minsky, 1991). In his pioneering
work, McCarthy (1959) proposes that “a program
has common sense if it automatically deduces for
itself a sufficiently wide class of immediate conse-
quences of anything it is told and what it already
knows”.

Traditionally, commonsense knowledge has
been injected in NLG systems either implicitly in
the form of rules and/or explicitly with semantic
representations in the form of external knowledge
bases or ontologies. For instance, expert domain
NLG systems (such as the BabyTalk system (Portet
et al., 2008)) have incorporated external knowledge
in the form of a clinical ontology. In these expert
domain NLG systems, knowledge (which might
include procedural knowledge) is represented in
rules that are built into the system and have been
acquired through experts via interviews, observa-
tions or other approaches (Reiter et al., 2003). Most
recent challenges have focused on injecting com-
monsense knowledge into neural NLG models in
two ways: through pre-trained models and through
utilising commonsense graphs or knowledge bases.
The former assumes that pre-trained models al-
ready contain commonsense knowledge (Petroni
et al., 2019). The latter incorporate entity relation-
ships derived from semantic graphs (e.g. Concept-
Net (Speer et al., 2016)) or knowledge bases (e.g.
(Sydorova et al., 2019)).

It is clear that the incorporation of external
knowledge of some form has always been at the
heart of NLG system development. In this paper,
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we are interested in examining how commonsense-
enhanced NLG systems are evaluated and whether
the accuracy of the underlying commonsense
knowledge is assessed by the system creators. To
our knowledge, there are no automatic metrics
available for commonsense evaluation, and there-
fore we focus only on human evaluations.

Human evaluation is an area that has received
an increasing amount of scrutiny within the wider
NLG research community. Previous work has high-
lighted issues with regards to missing details in
evaluations, lack of proper analysis of results ob-
tained, variability in the use of names and defini-
tions of evaluated aspects of output quality (van der
Lee et al., 2019; Amidei et al., 2018) and a mis-
match on evaluation methods chosen which is cor-
related with the publication venue rather than the
NLG task (Gkatzia and Mahamood, 2015). After
examining the last twenty years of human evalua-
tions in NLG, recent survey work has found sys-
temic issues with high levels of diversity of eval-
uation approaches, inconsistencies and variability
in quality criterion names, missing definitions, and
fundamental reporting gaps (Howcroft et al., 2020).
These issues mean there is a pressing need to bet-
ter understand the state of human evaluations in
other niche areas of NLG such as those systems
enhanced with commonsense knowledge.

The contributions of this paper are three-fold: (1)
we firstly present an annotated dataset of papers re-
porting commonsense-enhanced NLG systems pub-
lished between 2018–2020 in ACL conferences; (2)
we present a detailed analysis on human evaluation
including reporting on what criteria researchers
have most commonly used and whether they have
evaluated the underlying commonsense knowledge
on its own right and through the generated text; and
(3) finally we present the Commonsense Evaluation
Card, a set of recommendations for human eval-
uation reporting of commonsense-enhanced NLG
systems with the aim to improve not only repro-
ducibility but also improve understanding of such
systems.

2 Background

2.1 Commonsense Knowledge in NLG

NLG systems have typically been built with the
aim of integrating some form of expertise in their
application domain (Jacobs, 1986; Reiter and Dale,
1997). However, as NLG systems find greater gen-
eral use cases there is a need to incorporate a form

of knowledge that is much broader to make up for
the differences between human and machine lan-
guage understanding in decision making, known as
common sense (Davis and Marcus, 2015; Lin et al.,
2020; Zhang et al., 2020).

The incorporation of commonsense knowledge
is considered a challenging task within AI. This
challenge is due to the fact that commonsense rea-
soning or knowledge is considered a black box, as
there is uncertainty on how to represent knowledge
in order to solve commonsense reasoning prob-
lems (Zhang et al., 2020). The reliance on existing
knowledge bases to incorporate this type of broad-
based knowledge might not be sufficient as it may,
in many cases, fail to incorporate explicit funda-
mental knowledge (Tandon et al., 2018; Ji et al.,
2020).

Pre-trained models, on the other hand, have ca-
pabilities of learning relational patterns and can
achieve commonsense reasoning without explicit
knowledge representation, as conveyed in the tra-
ditional pipelines (Ji et al., 2020; Vinyals and Le,
2015). However, it remains unclear how the rea-
soning is performed and how prior knowledge is
learned in the training phase (Rajani et al., 2020).

2.2 External Knowledge

In the last few years, several attempts have been
made to incorporate commonsense knowledge in
NLG systems, using external knowledge bases,
such as ConceptNet or Atomic (Bauer et al., 2018;
Ji et al., 2020). ConceptNet consists of nearly 120K
triples obtained from the Open Mind Common-
sense knowledge entries in ConceptNet 5 (Speer
and Havasi, 2012) that contains world facts and
informal relationships between common concepts
that convey some prior knowledge (Zhou et al.,
2018). ATOMIC is an atlas of everyday common-
sense knowledge and contains 880k triples about
causes and effects of human activities and anno-
tated by crowd-sourced workers. ATOMIC is or-
ganized as if-then relations and can be categorised
based on causal relations (Sap et al., 2019; Guan
et al., 2020). COMET is a framework for automatic
construction of commonsense knowledge bases,
known also as COMmonsense Transformers. This
model generates commonsense knowledge based
on pre-trained language models (Bosselut et al.,
2019). Recent research has also focused on inject-
ing triples into sentences in order to create domain-
specific knowledge (Liu et al., 2020; Wang et al.,

2



2020b) or incorporating commonsense knowledge
directly in the training data (Huang et al., 2019).

2.3 Pre-trained language models (PTLMs)

An alternative to using explicit external models
for commonsense knowledge is the use of PTLMs.
Training deep learning models requires extensive
amounts of data to prevent over-fitting. This can be
problematic for NLG tasks, where collecting and
annotating data represents a time-consuming and
costly process (Qiu et al., 2020). PTLMs, on the
other hand, have the potential to solve the prob-
lem of data scarcity, as they do not rely on many
resources for training models’ parameters.

In the field of NLG, PTLMs have been applied
to open-ended non-expert domains, such as ques-
tion answering, where commonsense knowledge
should serve as a link between the performance
of these models and human evaluation (Lin et al.,
2019). However, transferring commonsense knowl-
edge using PTLMs comes with certain limitations
corresponding to each pre-trained model.

PTLMs using domain-specific information from
knowledge graphs or unstructured information are
highly dependent on the training data quality. For
instance, the knowledge extracted from the triples
is unable to capture semantic relationships between
entities (Zhou et al., 2018; Ji et al., 2020) and solv-
ing this can instil commonsense knowledge in NLG
systems.

An ongoing discussion about the inherent biases
of the training data exposed different types of bias
that significantly influence natural language gener-
ation systems, such as gender bias, geographical
and political bias among others (Papakyriakopou-
los et al., 2020). Also, the frequency of the words
that influence training data might not correspond
to the real-life scenarios and can lead to false facts
(Shah et al., 2019). This is also known as “the
black sheep problem”: when querying a system
using GPT−3 to tell the colour of sheep, it will
suggest “black” as often as “white”, being impossi-
ble to distinguish between the linguistic meaning
and the visual recognition of “a black sheep” (Gor-
don and Van Durme, 2013). Solving these issues
can represent a first step in building NLG systems
that integrate commonsense knowledge.

2.4 Commonsense knowledge evaluation

Understanding commonsense knowledge of natural
language text is still a limited task. For humans, it is

Figure 1: Distribution of publication venues across the
commonsense paper dataset.

easy to understand both implicit and explicit mean-
ings of a given sentence, whereas for machines this
still remains a challenging task.

Due to the uncertainty of defining what implies
commonsense knowledge in a natural language text,
human evaluation by specialists or lay users might
be the only way of providing a more comprehensive
evaluation. On the other hand, human evaluation
of commonsense knowledge can have some draw-
backs as humans may have conflicting opinions and
perspectives. In addition, the process of evaluating
with humans can be time-consuming and costly.

Many papers report automatic evaluations of pre-
trained models for specific commonsense knowl-
edge tasks. However, based on a gold standard,
natural language text annotated by humans as cor-
rect for a given task may not capture all of the
commonsense knowledge nuances.

3 Paper Selection & Annotation

We used the PRISMA method (Moher et al., 2009)
to select papers to be included in this study fol-
lowing Howcroft et al. (2020) and (Reiter, 2018).
We began by considering all papers published in
ACL venues (ACL, CL, CoNLL, EMNLP, Find-
ings, NAACL, SemEval, *SEM, TACL and INLG)
in the past three years (2018–2020). We screened
the papers using the following search terms (in
their title): commonsense, generation, reasoning,
domain knowledge, expert, expertise, sensible, on-
tology, knowledge. This left us with 129 papers.
From these, we randomly pick 55 papers that were
annotated by the authors of this paper, following
the annotation scheme proposed by Howcroft et al.
(2020). Papers on commonsense reasoning can ei-
ther focus on language generation or understanding.
For instance, commonsense reasoning can be ad-
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dressed as a classification task, where based on the
context, a reasoning system can choose an option
from a set of options (Talmor et al., 2019). During
annotation, such papers were omitted.

Following Howcroft et al. (2020), papers were
annotated using the three broad categories: (1) sys-
tem attributes (input, output, task and language)
which describe evaluated NLG systems, (2) qual-
ity criterion attributes (Verbatim Criterion Name,
Definition and Paraphrase), and (3) operationali-
sation attributes (e.g. type of instruments, type of
collected data etc.) which specify how evaluations
are performed. In addition to these, we introduced
a fourth category, commonsense knowledge, with
five new annotation items which are relevant for
commonsense-enhanced NLG, namely:

• Definition of commonsense knowledge: free
text field. Here the annotators either copied
the definition as provided in the paper or spec-
ified ”None”.

• Type of commonsense knowledge: free text
field. Here the annotators had to specify the
type of commonsense knowledge that the pa-
per tried to address, for instance, sarcasm or
reasoning about the order of events.

• External knowledge: free text field. Examples
of external knowledge can include common-
sense knowledge bases such as ConceptNet.

• Was the knowledge evaluated in the gener-
ated text? (Yes/No): The annotators specified
whether the underlying knowledge was evalu-
ated.

• Criterion name for evaluation of external
knowledge: The annotators could specify the
criterion used to evaluate the knowledge base,
for instance in terms of coverage or correct-
ness.

These additional items were deemed important
to investigate whether there is a relationship be-
tween the human evaluation criteria and the type of
commonsense knowledge covered by the NLG sys-
tem. In addition, when evaluating generated text, it
is vital to know whether errors in the generated text
arise from the underlying data or the text generator.

3.1 Inter-Annotator Agreement
Following (Howcroft et al., 2020), ten papers
were annotated by all three annotators and Inter-
Annotator Agreement (IAA) was calculated. The

papers were randomly selected by proportionally
accounting for the year and the publication venue.

Pre-processing: We pre-processed the annota-
tions by normalising capitalisation, spelling and
stripping extra spaces. We also removed papers
that did not report a system that generates text.
Calculating agreement: The data resulted from
the annotation process was a 10 (papers) ×n (evalu-
ation criteria identified by annotator for each paper)
×19 (attribute value pairs) data frame, for each of
the annotators. As such, IAA aims to measure the
agreement across all annotators given the aforemen-
tioned data frames. The agreement was calculated
using Krippendorff’s alpha with Jaccard as the dis-
tance measure (Artstein and Poesio, 2008).

Results are presented in Table 1. For system
attributes (system input, system output and sys-
tem task) IAA agreement is good, although the
score for the system task is lower. The latter might
be affected by the multitude of tasks presented in
papers, as the evolution of NLG led to the need
for proposing different tasks for generating text in
new domains. Surprisingly, external knowledge at-
tributes received a low IAA agreement which might
indicate that there is vagueness in what constitutes
external knowledge. Also, relatively low agree-
ment scores were obtained for the two attributes
elicit form and instrument type. The majority of
the papers do not provide enough detail about the
operationalisation attributes; our findings are not
very different from the ones presented by Howcroft
et al. (2020).

ATTRIBUTES IAA Test

System Input 0.70
External Knowledge 0.15
System Output 1.00
System task 0.37
Knowledge Evaluation 0.18

Paraphrase 0.39
Elicit form 0.05
Data type 0.25
Instrument type 0.07

Table 1: Krippendorff‘s alpha using Jaccard distance
for closed class attributes.

4 Analysis and Results

In this section, we present the results from the anal-
ysis of the annotated papers. The annotations and
the developed code can be found in the projects’
repository1.

1https://github.com/nlgknowledge/
commonsense
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VERBATIM CRITERION NAME Count
fluency 6
coherence 4
informativeness 3
grammaticality, correctness, diversity,
appropriateness, accuracy

2

commonsense, topic-consistency, sar-
casticness, interpretability, engagement,
commonsense plausibility, common-
sense reasoning, reasonability, novelty,
usefulness, intention, information, nat-
uralness, logicality, humour, relevance,
common ground, answerability, plau-
sible, effect, validity, quality, event-
centered commonsense reasoning, best-
worst scaling, consistency, attribute, cre-
ativity, effectiveness

1

mixed: grammatical correctness and flu-
ency

2

none given 3

Table 2: The table presents all verbatim criterion
names found in the annotated papers as mentioned
by the authors. The only pre-processing applied is
lower-casing.

NORMALISED CRITERION NAME Count
text property 7
fluency 4
goodness of outputs relative to input 4
goodness of outputs relative to input (content) 4
coherence 4
information content of outputs 4
grammaticality 3
correctness of outputs in their own right 2
correctness of outputs relative to input (both
form and content)

2

correctness of outputs relative to input (content) 2
naturalness (form) 2
appropriateness (content) 2
Goodness of outputs in their own right 1
Appropriateness 1
Appropriateness (both form and content) 1
Quality of outputs 1
Correctness of outputs relative to external frame
of reference (content)

1

Goodness of outputs in their own right (both
form and content)

1

Correctness of outputs relative to input 1
35a. Naturalness (both form and content) 1
Goodness of outputs relative to system use 1
Multiple (list all) 1

Table 3: The table presents occurrence counts for nor-
malised criterion names.

The 34 papers in the dataset corresponded to 70
individual evaluations, amounting to 2.05 evalu-
ations per paper. This dataset was annotated be-
tween three annotators taking approximately 20
minutes or more to annotate each paper.

In the following subsections we will first re-
port the paper and system level statistics (Section
4.1), followed by evaluation-level statistics for the
quality-criterion (Section 4.2), then the operational-
isation attributes (Section 4.3), and finally the com-
monsense criteria findings (Section 4.4).

4.1 Papers and Systems

All the papers analysed reported English as the
system language. Only two papers in our dataset
reported Chinese as an additional system language
to English. All the papers in our dataset were pub-
lished recently between 2018-2020 with most being
published in 2019 (58%). Figure 1 and Appendix
A gives a break down of the publication venues for
our dataset.

In terms of the system task attribute, our analy-
sis reveals that question answering and dialogue
turn generation are the top two system task types
within our dataset. This differs from the findings
made by Howcroft et al. (2020) who found that
data-to-text generation as being the most frequent
system task in their analysis leading to 50% more

than second-placed dialogue turn generation. This
difference may indicate that commonsense NLG is
more focused on domain problems with direct ap-
plicability to general end-users. Appendix B shows
the system input, Appendix C for system output,
and Appendix D task frequencies in more detail.

4.2 Quality criteria

In this section, we present the results related to the
quality criteria, focusing on the verbatim criterion
names and the paraphrase of criterion names based
on our annotation. Table 2 shows the verbatim cri-
terion names, as mentioned in the papers by the
authors. We found that although most papers men-
tion the quality criterion used for human evaluation
a small subset does not. These findings are on par
with Howcroft et al. (2020), demonstrating that this
is a common issue for NLG. We also found that
only a subset of papers define the quality criteria
used. The most cited criterion is fluency, followed
by coherence.

We further examined how often the normalised
criteria occurred in the annotations as shown in
Table 3. Most commonly, the evaluations consid-
ered a specific text property. The type of proper-
ties that evaluations considered are the following:
complexity/simplicity (mentioned twice), creativ-
ity, novelty, sarcasticness, diversity and humour.
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Although there is a lot of variability within one
category, it actually shows that commonsense is
generally a vague term and it can be interpreted in
a plethora of ways and hence it is evaluated differ-
ently. Using a text property as an evaluation metric
is an interesting finding. In broad human NLG
evaluations, this criterion is not very prevalent -
in fact, it is one of the rarest criteria. However,
other criteria such as fluency, goodness of outputs,
grammaticality and correctness are equally found
in both commonsense-enhanced NLG systems and
broad NLG systems (as reported by Howcroft et al.
(2020)).

Surprisingly, commonsense, commonsense rea-
soning and commonsense plausibility have only
been named 4 times as criteria in the 34 annotated
papers. We would expect to come across criteria
names related to commonsense or reasoning more
often, as we only examined papers reporting com-
monsense and reasoning NLG tasks. In Section 4.5,
we discuss why this might be the case.

4.3 Operationalisation

Table 4 presents the most frequent forms used for
response elicitation. Relative quality estimation
was the most frequent form of response elicitation
(21 times), followed by direct quality estimation
(14 times). Unforeseen, as a reason for not pro-
viding enough details of how the evaluation was
implemented, in the third place we have the value
“unclear” (7 times). The most frequent values for
the type of rating scale were numerical rating scale
(12 times), rank-ordering (8 times), followed by
the Likert scale (7 times).

In addition, nearly half of the investigated pa-
pers did not provide a verbatim question/prompt
(30 out of 56 evaluation entries). This can be prob-
lematic for reproducibility, as results obtained with
a different question cannot be directly compared
to the original results if the same question hasn’t
been asked. In addition, this can also hinder the
comparability of future work, since, for the same
reason, results obtained on new systems cannot be
meaningfully compared to previous work. Similar
to Howcroft et al. (2020), we also found two cases
where fluency and grammaticality were both men-
tioned in a question put to evaluators. van der Lee
et al. (2021) discuss how this can lead to mixed
results as evaluators may put more emphasis on
one criterion over the other.

FORM Count

relative quality estimation 21
direct quality estimation 14
unclear 7
(dis)agreement with quality statement 5
evaluation through post-editing/annotation 4
task performance measurements 2
classification 1

Table 4: Counts of values selected for form of response
elicitation.

4.4 Commonsense criteria

The commonsense category includes the criteria
defined in Section 3 namely, (1) definition of com-
monsense; (2) type of commonsense; (3) external
knowledge; (4) whether the external knowledge
was evaluated; and (5) the criterion name of the
external knowledge evaluation.

Definition of Commonsense Unexpectedly, out
of the 70 evaluations, only 4 provide a written defi-
nition of commonsense with the majority providing
no definition whatsoever. Table 5 presents the ver-
batim definitions from these papers.

DEFINITIONS

“Commonsense reasoning, the ability to make accept-
able and logical assumptions about ordinary scenes in
our daily life” (Lin et al., 2020).

“Machine common sense, or the knowledge of and abil-
ity to reason about an open ended world” (Talmor et al.,
2019).

“commonsense evidence is intuitive to humans, the
agent’s ability to select the right kind of commonsense
evidence will allow the human and the agent to come
to a common understanding of actions and their justifi-
cations, in other words, common ground” (Yang et al.,
2018).

“counterfactual reasoning: the ability to predict causal
changes in future events given a counterfactual condition
applied to the original chain of events” (Qin et al., 2020).

Table 5: Definitions of Commonsense extracted from
literature.

Type of commonsense Almost half of the papers
did not contain a definition of commonsense nei-
ther mentioned the type of commonsense that their
task was addressing (n = 16). The second most
prevalent type of commonsense was reasoning -
eight paper reported that the focus of the task is to
perform some form of reasoning (n = 8). Other
types of reported commonsense included temporal
and spatial commonsense reasoning, social com-
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monsense, and underlying commonsense abilities
such as sarcasm and humour.

External knowledge External knowledge bases
are usually incorporated into NLG systems in order
to provide commonsense capabilities. As shown in
Figure 2, the most used common knowledge base
is ConceptNet (13 times), own developed KB most
often in the form of triples that describe the con-
nection between entities) (14 times), followed by
ATOMIC (5 times), COMET (once) and Cosmos
(once). Although pre-trained language models have
been shown to encode commonsense knowledge
in some situations, we did not consider them here
as external knowledge. The most used pre-trained
model though is GPT-2.

Figure 2: Frequency graph of external knowledge men-
tions in the commonsense dataset.

Was the external knowledge evaluated? Exter-
nal knowledge was evaluated less than half of the
time (14 out of 34). An assumption for this is that
authors might consider external knowledge bases
such as ConceptNet and ATOMIC accurate and
they do not normally evaluate them in their do-
mains. Bauer et al. (2018) argue that even when
using a large pre-trained dataset, it might be hard
for a model to not only find but also look at the cor-
rect relationships between concepts and apply them
in reasoning tasks. They further conducted a hu-
man evaluation where they report how many cases
their system would require external knowledge and
in what percentage of these cases, their system
selected the relevant/correct commonsense knowl-
edge. From their results, it can be inferred that in
a small set of cases, some errors in the generated
text can be a result of the underlying erroneously

inferred commonsense relationships. Wang et al.
(2020a) also report a human evaluation of their
commonsense knowledge in terms of validity and
relevance, where they also show that the extracted
commonsense relationships might contain errors
(or be irrelevant). As such, it is clear that there
should be a distinction between errors resulting
from the text generation models or the external
knowledge bases (note that here we have used the
term external knowledge bases to refer to any form
of external knowledge, including graphs).

Criterion name of external knowledge evalua-
tion External knowledge has been evaluated in
a number of ways (the following is not an exhaus-
tive but an indicative list): Bosselut et al. (2019)
evaluate whether their model can adequately pro-
duce a triple of a subject, object and their relation-
ship in terms of plausibility; Wang et al. (2020a)
evaluate commonsense knowledge in terms of va-
lidity (”How valid are the paths?”) and relevance
(”How relevant are the paths to the question?”);
Bauer et al. (2018) evaluated the commonsense
relationships between concepts. In other evalua-
tion settings, evaluators are given the top related
underlying concepts and are instructed to pick the
ones that describe or explain the text better (e.g.
(Sydorova et al., 2019)).

4.5 Discussion

From the evidence we gathered through our anno-
tations, there are several key observations. Firstly,
only a subset of authors actually provide definitions
of the quality criteria used for human evaluations.
As Howcroft et al. (2020) found in their survey,
there can be a significant mismatch between what
authors specify as the quality criterion name and
definition provided. Therefore, there is a need for
definitions to be included in papers to give readers
an unambiguous understanding of the quality cri-
terion being evaluated. Secondly, there is a need
to provide complete and accurate information for
reproducing the human evaluation. Our analysis
has shown that nearly half of the papers did not pro-
vide the prompt with the verbatim question/prompt
given to the human participants. Thirdly, and fi-
nally, our analysis has shown that very few papers
investigate the correctness or plausibility of com-
monsense reasoning in their evaluations with hu-
mans.

This analysis has shown the need for better re-
porting of human evaluations. The low levels of
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inter-annotating agreement for annotating some of
the attributes might be a strong indication of the
challenges of how hard it is to locate information
about evaluations in a given paper.

Given our experiences, we believe that re-
searcher working on commonsense-enhanced NLG
systems should go beyond evaluating their systems
using standard NLG quality criteria such as natural-
ness, grammaticality etc. In addition, researchers
should further:

• evaluate the generated text of a commonsense-
enhanced NLG system in terms of common-
sense or reasoning capabilities in order to ver-
ify that the system actually displays common-
sense capabilities.

• make an effort to investigate the correctness
or plausibility of the commonsense knowl-
edge/reasoning implemented with human as-
sessors. As discussed in Section 4.4, not al-
ways the external knowledge is useful and it
might even contain erroneous information.

Our analysis has motivated the creation of the
Commonsense Evaluation Card which serves two
roles. It firstly aims to motivate researchers to eval-
uate their systems in terms of common sense (i.e.
are they fit for purpose?) and secondly, it aims to
promote better practices and evaluation standardi-
sation by introducing reporting recommendations
(i.e. how was the evaluation done?).

5 The Commonsense Evaluation Card

The Commonsense Evaluation Card (CEC) (Table
6) aims to standardise human evaluation and re-
porting of commonsense-enhanced NLG systems,
enabling researchers to compare models not only
in terms of classic NLG quality criteria, but also by
focusing on the core capabilities of such models.
CEC has been inspired by recent work on model
reporting (Mitchell et al., 2019), datasheets for
datasets (Gebru et al., 2018) and The Human Eval-
uation Datasheet 1.0 (Shimorina and Belz, 2021).
It is not designed to replace these, but rather com-
plement them.

CEC includes three main sections: (1) definition
of common sense in the context of the reported
work and the type of commonsense knowledge; (2)
evaluation of the validity of external commonsense
knowledge; and (3) evaluation of commonsense
knowledge in a generated text.

Commonsense Evaluation Card (CEC)

Commonsense Knowledge Definition: Basic defini-
tion of commonsense knowledge in the reported work.

– Definition
– Type of commonsense
– Example output of generated text that displays the

intended commonsense capabilities.

External Knowledge: Basic information regarding the
use of external knowledge and its evaluation

– Structured Knowledge
– Pre-trained Language Models
– Other
– Metrics for Evaluation of External Knowledge

Commonsense Knowledge in Generated Text: Eval-
uation Settings

– Automatic Metrics for Evaluation of common-
sense knowledge in generated text

– Human Evaluation of commonsense knowledge in
generated text

Table 6: Summary of the commonsense evaluation card
(CEC).

Next, we describe each of these sections in more
details with guidelines on how to complete the eval-
uation card.

5.1 Definition of Common Sense

This section should answer basic questions regard-
ing the presented work as follows:

How do you define commonsense knowledge
in the context of this work? Here, researchers
should provide a definition of commonsense knowl-
edge that is relevant to their reported work. Our
analysis showed that common sense is hard to de-
fine since its definition is highly dependent on the
context. Providing a definition of common sense
will help researchers better understand the setting
in which work was evaluated.

What type of commonsense knowledge do you
address? For standardisation reasons, choose
one of the following high-level categories: (1) Com-
monsense knowledge of entities in the environment
including their properties and the relationship be-
tween entities; (2) Entities interactions and proce-
dural knowledge; (3) Figurative language such as
irony, humour, sarcasm, emotion etc; (4) Causal
relationships, e.g. X will cause Y; (5) General
knowledge such as facts, e.g. the water boils at
100C; (6) Reasoning; or (7) Other, not covered by
any of the categories above.
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Example output of generated text that displays
the intended commonsense capabilities: An
example of the expected output with an explanation
on why this constitutes commonsense knowledge,
for instance, the information in the output is not
represented in the input.

There are cases where commonsense might refer
to more than one of the types mentioned above.
The authors can specify more than one types of
commonsense or create separate evaluation cards
if it is more appropriate.

5.2 External Commonsense Knowledge
This section should provide information regarding
external commonsense knowledge bases and their
evaluation.

Structured Knowledge: Does the proposed
work make any use of an external structured knowl-
edge base such as ConceptNet? If yes, provide
details on how to access the knowledge base and
its version if public, or alternatively. If the external
knowledge base is subjected to privacy concerns or
is private, then provide a detailed description.

Pre-trained language models: Does the pro-
posed work make use of any pre-trained language
models? If yes, provide a detailed description, such
as the version used, the API, hyperparameters etc.

Other: Was commonsense knowledge repre-
sented in any other way? How? If none of
the above is applicable, explain how the system
displays commonsense knowledge. For instance,
knowledge might be encoded as rules or it might
be inferred from the input training data.

Metrics for Evaluation of External Knowledge
: Was the external knowledge evaluated? Describe
whether the external knowledge was evaluated and
in what way. Essentially this section should answer
whether the external knowledge was fit for purpose.

5.3 Commonsense knowledge in generated
text

Automatic Metrics for Evaluation of common-
sense knowledge in generated text: Provide the
metrics and the evaluation details such as the sam-
ples used for evaluation.

Human Evaluation of commonsense knowledge
in generated text: Does your human evaluation
include any metrics specifically related to com-
monsense knowledge? Provide their definition and

include the evaluation details, including a detailed
description of the experimental setup, the defini-
tion of the metric(s) and the questions asked to
participants.

6 Conclusions

This paper presented a human evaluation analy-
sis on works describing systems that incorporate
commonsense knowledge or other external knowl-
edge bases with the aim to enhance the reasoning
abilities of NLG systems. We have utilised an an-
notation scheme that has been verified in previous
work and we have enhanced it with five additional
criteria relevant for commonsense-enhanced NLG
systems and we have reported our analysis of the
annotations.

Our analysis showed that there is a large vari-
ability on how such systems are evaluated, the
type of evaluation criteria that are selected and
we questioned whether standard NLG criteria are
fit for purpose when evaluating reasoning abilities.
We have therefore recommended that researchers
should evaluate the reasoning ability of their sys-
tems (in addition to standard NLG metrics). We
did not specify how these evaluations should be
performed as this can vary depending on the task.
We recommend nevertheless, that authors provide
their definition(s) of commonsense knowledge to
their evaluators. Additionally, we recommend that
researchers validate their external knowledge bases
to ensure that any errors present in generated output
are not derived from the underlying knowledge.

Finally, as this field grows in the future and at-
tracts further attention, it would be useful to docu-
ment commonsense knowledge errors in a more
structured way, as for instance in (Chen et al.,
2019).
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Appendices

A Publication Venue

VENUE Total

EMNLP 11
EMNLP-IJCNLP 8
ACL 7
NAACL 5
SemEval 1
TACL 1
NAACL-HLT 1

Table 7: Publication venues for commonsense papers.

B System Input

INPUT TYPE Total

text:sentence 9
text:multiple sentences 6
raw/structured data 6
text: subsentential units of text 3
visual 2
Others (8 Input Types) 8

Table 8: Types of system inputs for commonsense pa-
pers.

C System Output

OUTPUT TYPE Total

text:sentence 17
text: subsentential units of text 4
text:multiple sentences 3
raw/structured data 2
text: variable-length 2
Others (6 Output Types) 6

Table 9: Types of system outputs for commonsense pa-
pers.

D System Task

TASK TYPE Total

Question Answering 12
Dialogue Turn Generation 7
End-to-End Generation 3
Other: Story Ending Generation 2
Content Selection/Determination 2
Feature-Controlled Generation 2
Others (6 Task Types) 6

Table 10: Types of system tasks for commonsense pa-
pers.
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Abstract

Human ratings are one of the most prevalent
methods to evaluate the performance of natu-
ral language processing algorithms. Similarly,
it is common to measure the quality of sen-
tences generated by a natural language gener-
ation model using human raters. In this paper,
we argue for exploring the use of subjective
evaluations within the process of training lan-
guage generation models in a multi-task learn-
ing setting. As a case study, we use a crowd-
authored dialogue corpus to fine-tune six dif-
ferent language generation models. Two of
these models incorporate multi-task learning
and use subjective ratings of lines as part of
an explicit learning goal. A human evaluation
of the generated dialogue lines reveals that ut-
terances generated by the multi-tasking mod-
els were subjectively rated as the most typ-
ical, most moving the conversation forward,
and least offensive. Based on these promising
first results, we discuss future research direc-
tions for incorporating subjective human eval-
uations into language model training and to
hence keep the human user in the loop during
the development process.

1 Introduction

Creating spoken dialogue systems includes a multi-
tude of challenges as they involve various language
processing (NLP) components. One such important
component concerns natural language generation
(NLG). Traditionally, the performance of a NLG
unit has been evaluated using automatic metrics,
such as BLEU (Papineni et al., 2002) or METEOR
(Banerjee and Lavie, 2005). Human evaluations
of NLG (i.e., rating autonomously generated di-
alogue responses) is still the most common (see
Li et al. (2016); Rashkin et al. (2019); Hashimoto
et al. (2019); Zhang et al. (2020) for measuring the
performance of such approaches). Comparing au-
tomatic metrics with human evaluations, however,

has shown little correlation between the two (Liu
et al., 2016; Lowe et al., 2017; Belz and Reiter,
2006; Novikova et al., 2017; Reiter, 2018), which
stresses the importance of using human evaluations
to rate the suitability of a system or part of a system
that will ultimately be used by humans again. In
recent times, appreciable advances have been made
in developing automated metrics showing correla-
tion with the human ratings (Zhang et al., 2019;
Mehri and Eskenazi, 2020). These approaches,
however, do not provide a method for measuring
the affect and emotional aspects of the generated
content which is central to our approach.

Despite human evaluations becoming increas-
ingly prevalent and affordable, they are usually
only seen as the final stage of the system design
process. Evaluations are hence performed after con-
cluding the implementation work and used to com-
pare the new approach to previous models or tech-
niques. The resulting feedback from the users is
then discarded unless used for future comparisons.
In this paper, we argue for keeping the human user
in the loop by including human evaluations in sub-
sequent natural language generation processes. To
keep the development of such a system at a fast
pace and low overhead cost, human evaluations
can not rely on a few experts but need to utilize
online crowd-workers. While crowd-sourcing plat-
forms allow us to gather ratings of several hundred
dialogue lines within a few minutes, such evalua-
tions cannot rely on sophisticated metrics requiring
a high skill or long training process of the raters but
need to utilize subjective ratings of lines instead.

To the best of our knowledge, this paper is a
first proof-of-concept exploration to include sub-
jective utterance ratings from crowd-workers col-
lected at a low cost and in a short time during
the training of a system which is generating re-
sponses for a dialogue agent. As a domain, we use
the geography-themed cooperative guessing game
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RDG-Map in which a human and an embodied
conversational agent try to identify countries on a
world map (Paetzel and Manuvinakurike, 2019). To
enhance the social component of the dialogue, the
human-robot team has a brief chat before and after
each game. Ultimately, we aim to increase people’s
engagement playing with the agent by adapting its
behavior to the human player. Depending on the
learning and playing style of a person, the agent
should maximize the team’s performance by either
encouraging or challenging the team mate during
play. As a first step, the agent was given two af-
fect states based on Russell (1980) which influence
its dialogue behavior: In addition to an indifferent
behavior, utterances could be excited and encour-
aging or impatient and provocative. Depending on
the team’s performance in the game and the human
responses to the agent, the affect state of the agent
gradually changes over time.

Initially, we used a crowd-authoring technique
to gather potential responses for our dialogue agent
(Mota et al., 2018). It has previously been shown
that such crowd-authored content helps achieve va-
riety in a dialogue system’s responses (Wang et al.,
2012; Mitchell et al., 2014; Shah et al., 2018). To
design the system described in this paper, we first
gathered subjective evaluations by a different set
of crowd-workers, rating the dialogue utterances
on the dimensions typicality, offensiveness, and
affect. We then used these utterances for training
models for neural language generation. We trained
six model variations to generate responses for dif-
ferent combinations of game scenario descriptions
and affective state. Two models were trained using
multi-task learning goals, making the estimation
of the subjective affect rating of the utterance a
secondary goal of the model. The main contribu-
tion of this paper is the performance analysis of the
multi-task models trained on crowd-sourced evalu-
ations compared to the models solely tasked with
generating dialogue lines. To compare the different
models, they were used to generate utterances for
scenarios both seen and unseen during training and
resulting dialogue lines were then fed back into the
evaluation system, acquiring the same human eval-
uations obtained for the original crowd-authored
lines. In addition to analyzing differences in subjec-
tive ratings of the dialogue lines, we compare the
human evaluations to the BLEU score as an exam-
ple of a traditional automatic metric for evaluating
language generation models. We conclude the pa-

per by discussing advantages and challenges of our
human-in-the-loop language generation pipeline
and suggest future work to improve upon and fur-
ther evaluate the suitability of our proposal.

2 Related Work

The role of crowd-workers in the development of
NLG models can be two-folded: Sentences pro-
vided by crowd-authors can be utilized as a source
of the surface form of the sentences that the di-
alogue system needs to generate or as feedback
about the performance of the NLG model. Meth-
ods for crowd-sourcing content include: (i) request-
ing the users to generate a sentence given a context
(Dušek and Jurčı́ček, 2016), (ii) asking users to gen-
erate surface forms using templates (Wang et al.,
2012; Mitchell et al., 2014), and (iii) showing the
dialogue to crowd-workers and asking them to para-
phrase a given dialogue (Shah et al., 2018). Utter-
ances collected using these approaches have been
shown to be diverse and have been used to train neu-
ral NLG models, some of which have achieved im-
pressive results in recent times. Another method to
utilize crowd-sourcing is to request crowd-workers
to rate the generated sentences on various perfor-
mance metrics (Dethlefs et al., 2012; Rieser et al.,
2014). Recent works have studied utilizing human
evaluations to train neural models directly (Ziegler
et al., 2019). Human judgments were shown to
be particularly useful for machine learning tasks
where the loss function for the intended learning
goal is difficult to express with the data alone. The
related work, however, did not focus on dialogue
generation but on other tasks that are difficult to
quantify objectively, like summarization.

While recent prominent neural NLG models
have been able to generate human-like sentences,
they are not only very large (in terms of the num-
ber of parameters), but also trained on enormous
data sets (in terms of the number of training sam-
ples) (Vaswani et al., 2017; Shirish Keskar et al.,
2019; Radford et al., 2018, 2019; Brown et al.,
2020; Li, 2020). Such models can respond well
even in challenging dialogue tasks (Zhang et al.,
2020; Adiwardana et al., 2020; Huang et al., 2020).
Due to the hardware and data requirements of such
models, fine-tuning pre-trained models is a popular
approach for obtaining well-performing language
generation models (Howard and Ruder, 2018; Chen
et al., 2020; Wolf et al., 2019a; He et al., 2021).
Lack of consistency is one of the major issues in
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neural dialogue generation, which has been tackled
by methods such as including persona or situation
description to improve the consistency between
generated sentences across multiple turns of dia-
logue. (Zhang et al., 2018; Liu et al., 2020; Wolf
et al., 2019b). In a similar fashion, the question
of how to incorporate information that enables the
consistent generation of affective, empathetic, or
emotional dialogue has been extensively studied
(Zandie and Mahoor, 2020; Shen and Feng, 2020;
Zhou and Wang, 2018; Qian et al., 2018; Lubis
et al., 2018; Rashkin et al., 2019; Lin et al., 2019).

In this work, we extend the literature by explor-
ing an approach for developing an NLG pipeline
using crowd content and subjective evaluations for
a limited corpus of in-domain data. Following Pruk-
sachatkun et al. (2020), we leverage the Empathet-
icDialogues (ED) corpus by Rashkin et al. (2019)
as an intermediate training step before training on
the domain-specific data. We apply models by Rad-
ford et al. (2019) and Zhang et al. (2020) on the
crowd-sourced content and human evaluations to
generate utterances for the given domain. Like in
the works of Wolf et al. (2019b), Zandie and Ma-
hoor (2020) and Ziegler et al. (2019), we use pre-
trained models to reduce the amount of hardware
and crowd-sourced data needed. However, we do
not use human judgments for reinforcement learn-
ing, like (Ziegler et al., 2019) or (Nguyen et al.,
2017), but for supervised learning.

3 A Crowd-Sourced Human Evaluation
Pipeline

Our pipeline to collect crowd-sourced ratings of
dialogue lines follows the approach described by
Mota et al. (2018) with few alterations. In the first
evaluation stage, a set of untrained crowd-workers
are asked to judge how typical and ordinary a sen-
tence is given a situational description and how
offensive it is on a five-point Likert scale. They are
also asked if the utterance is nonsensical, in which
case the relevancy and offensiveness questions are
skipped. The second evaluation stage focuses on
the affect of utterances, and workers are asked to
judge whether a sentence is excited, frustrated or
indifferent. In case they perceived the sentence as
excited or frustrated, they need to mark the strength
of the affect on a scale from 1 (slightly) to 4 (ex-
tremely). For easier computation going forward,
the affect rating is combined into a single scale
ranging from -4 to +4, with negative values indi-

cating frustration, 0 indicating indifference, and
positive values indicating excitement.

The pipeline runs fully automatically, given a set
of input utterances. Each new task that is created
and uploaded to Amazon Mechanical Turk con-
sists of five utterances and is rated by five different
crowd-workers. Crowd-workers are allowed to take
multiple tasks in a row, which results in a varying
level of familiarity with the task of individual raters.
Once evaluations for the first and second stage have
been performed by five people, their scores are au-
tomatically aggregated into a single average rating
per line. Figure 1 shows a sample evaluation of
a line written by a human crowdworker and three
language generation models for a given scene.

Crowd-workers were required to be based in the
US and have an approval rate of at least 80% to
take our HITs. They received $ 0.15 USD per task
they completed. Participation was fully anonymous
and no personal data was collected. People who
responded randomly to our task (see Section 7 for
a discussion) were manually flagged as unreliable.
Their ratings were consequently removed from the
result aggregation, and a respective number of re-
placement tasks were uploaded.

4 Model Implementation and Training

4.1 Training Corpora

Two sets of corpora were used in this project: The
set of utterances collected and rated by crowd-
workers specifically for the RDG-Map game, and
the EmpatheticDialogues (ED) corpus by (Rashkin
et al., 2019). EmpatheticDialogues was used as
an intermediary training step, with some models
being trained for response generation on ED before
being fine-tuned to the RDG-Map data (denoted as
ED→RDG) to give the models time to learn the
syntax of the task on a large dataset before applying
them to the small domain-specific corpus.

EmpatheticDialogues Corpus EmpatheticDia-
logues is a corpus which consists of 24850 con-
versations that are connected to a textual descrip-
tion of a personal experience (Rashkin et al., 2019).
Crowdworkers were asked to describe a situation
in which they felt one of 32 given emotions. Two
crowdworkers then conversed about their experi-
ence for up to six dialog turns. Unlike the RDG-
Map data, ED is not evaluated by human raters.
Instead, the dialogue is assumed to match the des-
ignated situation.
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The RDG-Map Corpus and Its Crowd-Sourced
Affective Evaluations The RDG-Map data was
collected using the crowd-sourcing process de-
scribed previously. The aim of the dataset is to
expand the original behavior of the dialogue agent
to make the interactive experience more engaging.
The dataset consists of 1512 utterances associated
with 61 different scenarios that occur in the RDG-
Map game and the pre- and post-game social chat.
Each scenario has a description of the situation the
human and robot are currently in and a direction
for the next utterance to be authored for the robot
(cf. Figure 1 for a sample). Each scenario includes
three different target affects: The robot is described
as either excited and encouraging, impatient and
provocative, or indifferent.

The RDG-Map corpus resembles ED in its main
characteristics: ED includes situational descrip-
tions, emotional labels, at least one dialogue line
per scenario, and comparable data fields. How-
ever, several notable differences exist between the
two corpora: For ED, the emotion label refers to
an experience rather than the content of the dia-
logue line, and the description of the experience is
narrated in first-person instead of the third-person
format of the RDG-Map scenarios. Moreover, the
situational descriptions in ED refer to a prior event
rather than a current situation. Perhaps the most no-
table difference that for ED, the affect is recorded
as textual emotion labels, whereas for RDG-Map,
it is recorded as a value. This means that in order
to perform emotion prediction on both sets, either
the task has to be changed between the two sets,
or the data has to be converted. This is explained
further in Section 4.4.

4.2 Language Generation Models
Three variations of pre-trained transformer-based
response generators were trained with the col-
lected utterances: GPT-2 (Radford et al., 2019),
DialoGPT (Zhang et al., 2020) and DialoGPT with
multitasking (further on referred to as “DialoGPT
(MT)”1) . These three models were in turn trained
with two levels of fine-tuning, either being trained
only on RDG-Map data or first on EmpatheticDia-
logues followed by RDG-Map data. This led to a
total of six model variations. Worth noting is that
GPT-2 and DialoGPT are architecturally the same
model, both being decoder-only transformers but

1MT in this scenario refers to “Multitasking”, and not
“Machine Translation” which is also commonly abbreviated
as “MT”

Scenario: The human and the robot have finished
playing the game and talked about the game for a
little while. If the robot is excited, how would it
say goodbye to the human player?

Human: I’ve got to go. Goodbye.
(Typicality: 3.4, Offensiveness: 1.6, Affect: 0.0)
RDG: Good to meet you, human. See you around.
(Typ: 4.2, Off: 1.6, For: 3.8, Aff: -1.0)
ED→RDG: You did so well, you did so so well!
(Typ: 4.2, Off: 2.2, For: 4.4, Aff: 3.4)

Figure 1: Responses to a sample scenario, produced
by a human crowdworker and DialoGPT (MT) trained
with different sets of data, with human evaluation
scores shown underneath. Explanations of scores can
be found in Sections 3 and 5.

trained on different sets of data. The only architec-
turally different variant is DialoGPT (MT), which
adds two parallel output layers.

All training was done using the ParlAI frame-
work (Miller et al., 2017). Implementations, con-
figurations, and pre-trained parameters for GPT-2
and DialoGPT were sourced from HuggingFace’s
Transformer library (Wolf et al., 2019a). All mod-
els are “medium” sized models with 24 attention
layers, which amounts to about 345 million train-
able parameters and a vocabulary of 50000 tokens.

4.3 Decoder Selection

We considered three decoding methods for our lan-
guage model: greedy decoding, top-k sampling
and nucleus sampling (Holtzman et al., 2019). Di-
aloGPT (MT), trained with ED→RDG, was used to
generate utterances with the three decoding meth-
ods, since it had the lowest perplexity on the eval-
uation data set. Scenario and affect combinations
were selected in the same way as described in Sec-
tion 5. Five sentences per scenario and affect were
generated for top-k and nucleus sampling (total:
90) and one utterance per context was evaluated
for the greedy decoding (total: 30) since it always
generates the same utterance for a given context.

Evaluation of utterances were done using the
questions described in Section 3, measuring typical-
ity, offensiveness and affect. A statistical analysis
of the ratings found that top-k decoding produced
the most typical and least offensive output, by a
slight margin compared to greedy decoding. Af-
fect ratings did not differ significantly between the
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decoding methods. However, top-k produced the
widest range of affect, which led us to use it for the
main evaluation.

4.4 Learning Goals

For GPT-2 and DialoGPT without multi-task train-
ing, the only training goal was to predict the human-
written utterance associated with the given context,
i.e., the game situation with the affective state. Di-
aloGPT (MT) also does this, in addition to two
further training goals that contribute to the total
training loss. To include the affect score from the
human evaluations during training, an emotion clas-
sification task was included following the example
of Zandie and Mahoor (2020). The classification
head consists of a single linear layer with dropout.
The task varied slightly between the two data sets.
When training on RDG-Map data, the head esti-
mated the average affective evaluation score of the
utterance, which represents how excited or frus-
trated it was perceived as. The evaluation score is
a decimal value in the range [-4, 4]. When training
on EmpatheticDialogues, the head classified the
input into one of 32 emotion categories. Because
of the different number and types of emotion labels
between EmpatheticDialogues and the RDG-Map
data, the prediction head could not be preserved
from one training phase to the next. The layer
was thus re-initialized when switching data sets. A
potential solution to this issue, not implemented
in this work, would be to predict embedding vec-
tors representing the emotion content in the input,
similar to those in Felbo et al. (2017).

Following the works of Wolf et al. (2019b) and
Devlin et al. (2019), next-sentence prediction, or
multiple choice, was also used as another learning
objective for DialoGPT (MT). The idea of next-
sentence prediction is to train NLP models to as-
sociate connected parts of the input, such as one
turn of dialogue preceding another, to improve the
coherence of the generated text. In our implemen-
tation, the task worked as follows: Along with the
true utterance written by a human for a specific
scenario, a random utterance from another scenario
was picked. The model was then presented with
both utterances and tasked with deciding which one
is the actual response to the scenario.

5 Analysis

The performance analysis of the two models utiliz-
ing multi-task learning in comparison to the four

models trained with the sole task of generating dia-
logue lines was based both on automated metrics
as well as a second round of human evaluations.

To get a first estimate of how well the models pre-
dict the RDG-Map data, the average per-token per-
plexities of the models on the test set were recorded.
We also calculated the average BLEU score for ut-
terances generated from scenarios in the test set.
For each generated utterance, all corresponding
lines written by humans for that specific combina-
tion of scenario and affect were used as references.

For the human evaluation of the different mod-
els, a set of utterances to be evaluated was gener-
ated. All models used top-k decoding with k = 25.
Six scenarios (three seen and three unseen during
training) were used for testing, with three affect cat-
egories each (excited, indifferent, and impatient).
Each model generated five utterances for each of
the six scenarios with the three affects. Each model
thus had 90 utterances evaluated, for a total of 540
utterances across all models.

The evaluation pipeline described in Section
3 was used to gather human ratings of the utter-
ances generated by the language models. One addi-
tional question was added to the first stage, asking
crowdworkers to rate how much the given utter-
ance moves the conversation forward. 258 workers
participated in the evaluation. Each worker par-
ticipated in 4 different tasks on average, with a
standard deviation of 10 tasks.

6 Results

6.1 Performance of Multiple Training Goals

Since the multitasking model implemented two
additional classifiers, the accuracy of these were
tested. For the multiple-choice task, the model
trained with ED→RDG picked the correct label
with an accuracy of 82%, whereas the model only
trained on RDG-Map data had an accuracy of 55%.

To calculate the accuracy of the emotion estima-
tion head, the output was rounded to the closest
integer between -4 and 4. This makes the output
match the evaluation form shown to crowd work-
ers, where utterances are classified as either excited,
neutral or frustrated. The F1 scores of ED→RDG
model were higher than those of RDG. For both
models, the F1 scores for classifying neutral utter-
ances were lower than for the other labels. This is
to be expected given the proportions of the training
data, as utterances evaluated as neutral are rare, and
those rated as excited are the most frequent.
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Table 1: F1 scores on test set (242 utterances) for mul-
titasking models.

Data Excited Neutral Frustrated
ED→RDG 0.96 0.29 0.99
RDG 0.93 0.00 0.96

6.2 Evaluation of the Model Performance

A two-way ANOVA with the model (DialoGPT, Di-
aloGPT (MT) and GPT-2) and the training set (ED
→ RDG, RDG) as independent variable was per-
formed using both the BLEU score and the human
evaluation as dependent variables.

Automated Metrics The data did not show a sig-
nificant influence of the model, F (2, 501) = 0.42,
p = .658, or the training data set, F (1, 501) =
0.16, p = .692, or an interaction effect between
the two, F (2, 501) = 0.82, p = .441, on the gen-
erated lines. The BLEU score of the utterances
is, however, significantly positively correlated with
the crowdworker rating of typicality, ρ = 0.137,
p = .002, and how much the lines advances the
conversation, ρ = 0.106, p = .017.

Human Evaluation Ratings from crowd-
workers showed that both the model,
F (2, 534) = 32.13, p < .001, and the train-
ing data, F (1, 534) = 100.41, p < .001,
significantly influenced how typical and ordinary
the generated lines were perceived. Using a
Tukey’s PostHoc test, we found that the DialoGPT
(MT) model was rated as the most typical
(M = 3.27, SD = 0.05) compared to both
DialoGPT (M = 2.76, SD = 0.05), p < .001, and
GPT-2 (M = 2.87, SD = 0.06), p < .001. The
difference between DialoGPT and GPT-2 was not
significant, p = .218. There was also a significant
interaction effect between the model and the
data set it was trained on, F (2, 534) = 16.35,
p < .001. A PostHoc test suggests the existence
of two groups of models that perform almost
identical: If any of the models was only trained
on RDG-Map data, the performance between
models was comparable. When including the
EmpatheticDialogues data, only DialoGPT (MT)
reached the same level of performance. DialoGPT
and GPT-2 trained on ED→RDG both fell in
the low-performing group compared to the other
combinations.

A similar result was obtained for the crowd-
worker rating of how much each line moves the

conversation forward. Again, both the model,
F (2, 534) = 9.789, p < .001, and the train-
ing data set, F (1, 534) = 112.515, p < .001,
had a significant influence on the ratings. Di-
aloGPT (MT) was found to be the model that
generated the lines advancing the conversation
most (M = 3.54, SD = 0.04) and the difference
was significant in comparison to both DialoGPT
(M = 3.33, SD = 0.04), p < .001, and GPT-2
(M = 3.35, SD = 0.05), p < .001. The differ-
ence between DialoGPT and GPT-2 was not sig-
nificant, p = .925. Using only the RDG-Map data
set for training (M = 3.64, SD = 0.03) gener-
ated lines that were perceived as advancing the
conversation more than when the models were
trained on the EmpatheticDialogues data in addi-
tion (M = 3.18, SD = 0.03). An interaction effect
between the model and the training data could be
observed as well, F (2, 534) = 33.022, p < .001,
which showed a significance between the same two
groups of well performing (all models trained on
the RDG-Map data set plus DialoGPT (MT) trained
on ED→RDG) and low performing variations (Di-
aloGPT and GPT-2 trained on ED→RDG).

The model, F (2, 534) = 12.46, p < .001, but
not the data set it was trained on, F (1, 534) = 1.03,
p = .31, significantly influenced the rating of
offensiveness of the utterances that were gener-
ated. DialoGPT (MT) generated the least offensive
lines (M = 2.43, SD = 0.05) in comparison to
DialoGPT (M = 2.66, SD = 0.04), p < .001,
and GPT-2 (M = 2.72, SD = 0.05), p < .001.
The ratings between DialoGPT and GPT-2 were
comparable, p = .639. The interaction effect be-
tween the model and the data it was trained on was
significant again, F (2, 534) = 16.01, p < .001.
This time, the best performing models were the Di-
aloGPT (MT) trained on both RDG-Map alone and
the ED→RDG combination, as well as DialoGPT
trained on ED→RDG.

Both the model, F (2, 534) = 12.548, p < .001,
and the data set, F (1, 534) = 2.189, p = 0.14, had
a significant influence on the affective ratings of
the lines. DialoGPT (MT) produced lines that were
on average rated as more excited and encouraging,
which is significant compared to lines generated
by DialoGPT, p < .001, and GPT-2, p < .001.
The DialoGPT (MT) was also the model that gen-
erated lines that covered the most diverse affect in
comparison to the other two. The models trained
on the ED→RDG combination were more frus-
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Model Data Rating Max. Min. Mean Std. Dev.
DialoGPT (MT) ED→RDG Excited 3.6 0.2 1.6 1.0
DialoGPT (MT) ED→RDG Frustrated 3.8 0.2 1.5 1.1
DialoGPT (MT) RDG Excited 3.6 0.2 1.2 0.9
DialoGPT (MT) RDG Frustrated 3 0.2 1.0 0.7
Human Excited 3.8 0.2 1.5 0.9
Human Frustrated 4 0.2 1.4 0.9

Table 2: Affective ratings for utterances produced by multitasking model. Human ratings for comparison. Scores
range from 0 to 4, with 0 indicating indifference.

trated and provocative compared to the models
trained on the RDG-Map data alone. The com-
bination of model and data set was significant as
well, F (2, 534) = 13.224, p < .001. The three
models rated on the more excited end of the affec-
tive scale were the two DialoGPT (MT) models
and the GPT-2 model trained on the RDG-Map
data alone. The most impatient lines were gener-
ated by GPT-2 trained on ED→RDG. A selection
of affective ratings is shown in Table 2.

Comparing Language Models and Crowd-
Authors Eventually, we want to be able to use
the language models presented in this paper to gen-
erate utterances that are comparable in their rating
to the lines authored by crowd-workers. To un-
derstand whether our models achieve human-level
performance, we combined the model and training
set into a single independent variable and tested
it against the ratings given to the crowd-authored
lines. A one-way ANOVA with a Tukey’s PostHoc
analysis indeed showed that the ratings of the lines
generated by all four models in the high performing
group showed no significant difference to the rat-
ings of the human lines, p ≥ .948 for all four mod-
els. The two models in the low-performing group,
however, were rated as significantly less typical
than the lines written by crowd-authors, p < .001
for both models. The affective rating and range of
affect between five out of the six combinations and
the human model were comparable, p > .147 for
all models except for GPT-2 trained on ED→RDG.
This specific model and training data combination
produced lines that were on average much more
frustrated and provocative than the lines written
by crowd-authors, p < .001. While the typicality
of the lines and their affective range was compara-
ble, utterances generated by all six combinations
of model and training data were rated as signif-
icantly more offensive than the crowd-authored
lines, p < .001 for all six models. A comparison

between DialoGPT (MT) and the crowd-authored
lines is summarized in Table 3. All generated utter-
ances and respective evaluation scores are available
publicly on GitHub2.

7 Discussion & Future Work

We trained six variations of neural language gen-
erators on crowd-sourced content and evaluations.
Our results suggest that DialoGPT (MT), the model
additionally tasked with predicting the subjective
evaluations by crowd-workers, produced utterances
that were perceived as the most typical, least offen-
sive, and most capable of moving the conversation
forward. It also generated dialogue lines cover-
ing the widest range of affects, which meets an
important goal for the spoken dialogue system of
the RDG-Map domain. Utterances generated by
DialoGPT (MT) reach scores comparable to those
given to human-authored lines in the dimensions
relevance and affect for scenarios both seen and
unseen during training; in real-time and at a lower
cost than the crowd-sourced approach. Based on
these results, we consider the multitask learning
approach a success.

Utilization of Subjective Ratings While our re-
sults are promising when it comes to the success
of using subjective ratings as a secondary goal in
multi-task learning to generate affective dialogue
lines, further research is necessary to understand
the exact influence of this particular training objec-
tive. In this work, we added two additional training
goals in order to further utilize the collected data:
Multiple choice and emotion classification. Hence,
it may be possible that the multiple-choice task was
more influential for the success of the DialoGPT
(MT) model. However, in observing the training
process, it was noted that the training loss for the
multiple choice task decreased significantly faster

2https://git.io/JYzq8
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Automatic Human Subjective Evaluation
Model Data BLEU Forwardness Offensive Typical

M SD M SD M SD M SD
DialoGPT (MT) ED→RDG 0.41 0.3 3.6 0.5 2.5 0.6 3.2 0.6
DialoGPT (MT) RDG 0.37 0.3 3.5 0.5 2.4 0.6 3.3 0.6
Human - - - - 1.9 0.7 3.4 0.7

Table 3: Average BLEU scores and ratings for forwardness (i.e., moving the conversation forward), offensiveness
and typicality for multitasking model. Human ratings for comparison. Typicality ranges from 0 to 4, with 0
representing nonsensical content. Offensiveness and Forwardness range from 1 to 4.

than the loss of the emotion prediction task. This
indicates both that the emotion prediction tasks is
a more difficult task to train, and that it plays a
larger role during the optimization as its loss term
is present during a larger portion of the training
process. While future work is necessary to deter-
mine the contribution of each task individually, our
results show a strong indication that the inclusion
of the subjective ratings contributed more to the
performance improvements than distinguishing be-
tween a real or fake response.

Keeping the Human Rater in the Loop In this
proof-of-concept, we only utilized the initial crowd-
evaluations of dialogue lines authored by other hu-
mans for training our NLG models. An interesting
topic for future exploration would be to further in-
clude the second round of evaluations collected for
the sentences generated by the NLG models. We
could then envision natural language generation as
an iterative process, defined by a number of alter-
nating training and evaluation sessions, where mod-
els can be adjusted based on the evaluations. This
moves the process closer to reinforcement learning,
which is a topic that has been covered in previous
work (Li et al., 2016; Ziegler et al., 2019; Nguyen
et al., 2017). One of the challenges with this ap-
proach is finding a reward function which corre-
lates the human evaluations with the content and
prevents the model from veering off topic, but with
the benefit that the model can be trained on only
evaluation data going forward.

Addition of Further Tasks during Training
Given the performance improvements offered by
multitask learning, a potential subject of future
work is to expand the multitasking further and
incorporate more of the available human evalua-
tion data. The offensiveness or typicality score
are present in the data but are currently unused
during training. Utterances rated too low in typi-
cality or too high in offensiveness in the original

spoken dialogue system were not included in the
agent’s conversational corpus. We chose to include
rejected lines in the model training data to preserve
as much of the problem-specific data as possible.
Even if an utterance has been rejected as offen-
sive, it may still relate to the context, which is
information that the model theoretically can uti-
lize. However, we found all our models to generate
lines significantly more offensive than the original
crowd-authored lines. While this finding is in line
with related work on DialoGPT, which notes that
models trained on large-scale internet text corpora
can have issues with producing offensive content
(Zhang et al., 2020; Li, 2020; Bender et al., 2021),
we would still like to limit offensive content in a
dialogue system deployed to converse with people.
A potential improvement to the training procedure
would be to remove rejected lines from training
data. Another approach would entail the inclusion
of typicality or offensiveness in the input which
could potentially improve performance. Including
the scores might also enable a method of control-
ling the typicality or offensiveness of the output,
like the affect might currently do. It would also
be prudent to study to what extent the designated
affect actually influences the actual output.

Correlation between Human Evaluations and
BLEU Contrary to findings in the related work,
we found the BLEU score of the individual utter-
ances to be significantly correlated with the human
evaluations on typicality and how much the utter-
ances advance the conversation. Liu et al. (2016)
note that for constrained domains, the BLEU score
correlates better with human judgements, which the
RDG-Map domain might be considered as. How-
ever, no correlation could be found between the
subjective rating of offensiveness and the automatic
metric. This makes sense considering that BLEU is
a measure of content similarity, and minor changes
to the content, like an exclamation mark, may cause
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major changes in the perceived offensiveness of an
utterance.

Filtering of Evaluations One major issue we ex-
perienced in our crowd-evaluation pipeline con-
cerns the dishonesty of a few crowd-authors who
did not pay attention to the task they accepted.
While most participants performed their tasks well,
a few workers providing nonsensical or random
ratings can tilt the results, especially if these work-
ers participate multiple times. To account for this,
filters flagging random answers are necessary. This
is complicated by the fact that the questions asked
in the form are subjective, e.g., how offensive or
typical an utterance is perceived. It is thus difficult
to verify if people responding randomly as there
are no “correct” answers. A method to address the
issue at least partially is to include an objective
control question. However, there are challenges
around the number of such control questions to in-
clude (Liu et al., 2013) and efficiency of such trap
methods (Lloret et al., 2013; Kittur et al., 2013) for
complex NLP tasks.

Our method to detect crowd-raters responding
randomly was to manually examine the results and
exclude workers that gave obviously repetitive an-
swers, e.g. always answering with the same alter-
native throughout multiple tasks. This is a simple
but flawed method as raters answering in a random
or less predicable, but still disingenuous, manner
are not caught through this method. Additionally,
our method only works with crowd-workers partic-
ipating in several tasks. A measure that is simple
to enforce is to prevent workers from participating
more than once and hence limit the individual in-
fluence of each worker. However, this may lead
to workers avoiding the task since it is only prof-
itable for them to engage in repeated tasks, and also
the loss of workers that give honest evaluations for
multiple sessions. A more refined and automated
method of filtering answers would improve the va-
lidity of the evaluation scores, and thus by proxy
improve the training procedure.

7.1 Ethical Issues Regarding Language
Models

There are several ethical issue with large-scale lan-
guage models worth discussing. We observe some
of the issues brought up by Bender et al. (2021), the
main one being that the output can easily be mis-
interpreted as coherent or intelligent. One should
be careful not to over-attribute the writing capa-

bilities of language models as being equivalent to
that of a human, despite in this case being rated
similarly to human writers. In this scenario, we
tell the raters that a robot produced the utterances,
which likely influenced their judgment of typicality.
A line assumed to be written by a machine might
be considered typical even if it is vague or contains
unusual wording, since the rater may consider the
language capabilities of a machine to be limited.
For future studies into dialogue generation models,
it might be prudent to include harsher judgements
of quality than used in the present work, e.g., asking
the raters to judge the sentence as if it was written
by a human, or whether it makes sense logically.

Another issue brought up by Bender et al. (2021)
is the possibility of models producing offensive lan-
guage. While we did notice that the lines generated
by the language models were evaluated as more
offensive than the crowd-authored lines, a manual
review of the dialogue output of the language mod-
els did not disclose any slurs or explicitly deroga-
tory statements. The utterance considered the most
offensive was “I hope this game will be your last
because it will be your last game for a very long
time” which may be interpreted as a threat to the
recipient’s life. Other utterances considered offen-
sive typically involve accusations of laziness or the
human not being very good at the game, which
are meaningful given the domain and the affect
description of the agent.

8 Conclusion

The usage of human-annotated data for training ma-
chine learning models is an established practice. In
this work, we propose and evaluate the utilization
of subjective human evaluations for model training
that would otherwise be used merely for evaluation.
Our results suggest that by using not only crowd-
sourced content, but also crowd-sourced evalua-
tions, we can increase the performance of our mod-
els. We hence argue that future work should ex-
plore the inclusion of further subjective ratings and
the possibility to make model generation and evalu-
ation an iterative process and hence keep the human
in the loop during the development process.
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Abstract

For open-ended language generation tasks
such as storytelling or dialogue, choosing the
right decoding algorithm is vital for control-
ling the tradeoff between generation quality
and diversity. However, there presently exists
no consensus on which decoding procedure is
best or even the criteria by which to compare
them. In this paper, we cast decoding as a
tradeoff between response quality and diver-
sity, and we perform the first large-scale eval-
uation of decoding methods along the entire
quality-diversity spectrum. Our experiments
confirm the existence of the likelihood trap:
the counter-intuitive observation that high like-
lihood sequences are often surprisingly low
quality. We also find that when diversity is
a priority, all methods perform similarly, but
when quality is viewed as more important, nu-
cleus sampling (Holtzman et al., 2019) outper-
forms all other evaluated decoding algorithms.

1 Introduction

Generative language models are applicable for a
wide variety of tasks including writing articles,
composing Shakespearean sonnets, and engaging
in conversation (Radford et al., 2019; Zhang et al.,
2019; Fan et al., 2018). This work examines de-
coding methods, a critical component in language
models used in open-ended generative tasks where
successful models must generate a diverse spec-
trum of high quality answers rather than merely a
single output (Ippolito et al., 2019a).

For many tasks, these two criteria of quality and
diversity are not equally important. In machine
translation, the most important criteria is to pro-
duce an accurate, high-quality translation of the
input; generating a variety of alternative transla-
tions is also useful, but not if it comes at the cost of
correctness. Meanwhile, in open domain dialogue
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Figure 1: The Likelihood Trap. For a given con-
text, we generate 100 sentences of equal length span-
ning a variety of model likelihoods and ask human
crowdworkers to rate their quality. While model log-
likelihoods are generally positively correlated with av-
erage human quality judgments, we notice an inflec-
tion point after which they become negatively corre-
lated. Each point in the graph represents the average
crowdworker rating of 5 sentences with similar model
likelihoods.

the goal is often to sustain an enjoyable conversa-
tion with a human conversational partner and as
such, a higher premium is placed on diversity. To
give a concrete example for the case of dialogue,
the phrase “I don’t know” is typically a perfectly
reasonable remark that appears quite often in the
course of normal human conversation. However, a
chatbot that only repeats “I don’t know” makes for
a very poor conversationalist. In such open-ended
domains, being able to converse about a wide va-
riety of topics with the occasional odd remark is
highly preferred to merely repeating the safest pos-
sible remark over and over (Li et al., 2016).

To evaluate both of these criteria, we character-
ize the performance of decoding algorithms along
the entire quality-diversity spectrum instead of sim-
ply at individual points. We compare a variety of
commonly-used decoding algorithms in the first
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large-scale study of decoder performance, utilizing
over 38,000 ratings on almost 10,000 samples. Our
results indicate that when diversity is highly valued,
all decoders perform similarly, but when quality is
viewed as more important, the recently proposed
nucleus sampling (Holtzman et al., 2019) outper-
forms all other evaluated decoding algorithms.

Additionally, we investigate the commonly held
intuition that model likelihood is directly correlated
with human quality judgments by explicitly mea-
suring the relationship between the quality of a sen-
tence as judged by human raters and its likelihood
under a generative model. Our findings confirm the
existence of a likelihood trap, the counter-intuitive
observation that the highest likelihood sentences
are of extremely low quality, despite a generally
positive relationship between model likelihoods
and human quality judgments. While this finding
has been observed across a wide variety of models
and tasks from news generation to machine trans-
lation (Cohen and Beck, 2018; Holtzman et al.,
2019), to our knowledge we are the first to ex-
plicitly quantify the relationship between the two
across the entire model probability space.

2 The Likelihood Trap

Sequence likelihood is commonly used as a heuris-
tic for selecting high-quality generations. Beam
search, the principal approach adopted in machine
translation, encapsulates this principle by (approx-
imately) finding the single most likely generation
argmax log pmodel(x).

However, prior work has suggested that this as-
sumption of a monotonically positive relationship
between sequence likelihood and sequence quality
breaks down at the extremes (Section 5). We empir-
ically quantify the relationship between sequence
likelihoods and human quality judgments by sub-
sampling a large number of context-continuation
pairs representing a wide variety of model log-
likelihoods. We then request human crowdworkers
to rate the quality of each continuation given the
context on a five-point “Terrible”-to-“High Quality”
scale. Figure 1 plots these ratings as a function of
log pmodel and confirms that on average the highest
quality generations are not the most likely. Specifi-
cally, we find that continuation quality is generally
positively related with log pmodel(x) up until an
inflection point after which it becomes negatively
related. Our findings suggest that while model like-
lihoods form a good proxy for continuation quality,

naively maximizing over sentence likelihood leads
to suboptimal continuation quality. We term this
phenomenon the likelihood trap.

3 Evaluation Framework

We introduce an evaluation framework for mea-
suring the trade off quality and diversity in lan-
guage generation. We consider autoregressive lan-
guage models that decompose the likelihood of
a sequence x1:n token-by-token in a left-to-right
fashion (Hamilton, 1994; Sutskever et al., 2014).
Specifically, the (conditional) probability of the
sequence is:

pmodel(x1:n | c) =
n∏

i=1

pmodel(xi|x1:i−1, c)

where c is any additional conditioning signal,
such as the previous turn of dialogue. Typically,
pmodel is not sampled from directly; it is first post-
processed by a decoder to bias it towards already
high-likelihood tokens.

We evaluate the quality of a single sequence
x1:n by asking humans for a quality judgment
HJ(x). We can define the quality of a model
Q(p) = Ex∼p[HJ(x)] as the expected human “qual-
ity” judgment for sentences drawn from it. We mea-
sure the diversity of a model via the (conditional)
Shannon entropy H (Shannon, 1948), a diversity
metric widely used across many fields beyond com-
puter science including biology, economics, chem-
istry, and physics. Conditional Shannon entropy
is given by H(p | c) = −Ex∼p(x|c)[log p(x | c)].
Since many metrics for measuring diversity in lan-
guage generation exist in the literature, we validate
our choice of entropy by measuring its correla-
tion with other commonly used metrics of diversity
based on n-gram frequency. We find the Spearman
correlation with distinct-1 and distinct-2 (number
of distinct unigrams and bigrams divided by total
number of n-grams) to be 0.80 and 0.77 respec-
tively over sentences generated by GPT-2.

Our choices of using the average human qual-
ity judgement to measure quality and entropy to
measure diversity guarantee that the optimal Pareto
frontier trades off monotonically between quality
and diversity. Optimizing quality with no regard for
diversity results in outputting only the single high-
est quality sentence, whereas optimizing for diver-
sity with no regard for quality results in outputting
every utterance with equal probability. Typical
tasks in language generation (e.g. summarization,
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machine translation, storytelling) will fall some-
where in between these two extremes.

Since our models are imperfect, each decoding
algorithm will, to the best of its ability, trace out its
own estimate of this frontier. As most commonly
used decoding strategies offer a knob to control
the diversity of the generated text, we compare the
performance of decoding algorithms by plotting
their performance along various positions on the
quality-diversity tradeoff curve.

4 Experiments

We evaluate three commonly used decoding algo-
rithms, sweeping across the quality-diversity curve
by considering several hyperparameter settings per
decoding algorithm. At the extremes of their hy-
perparameter ranges, these algorithms all converge
to greedy and random sampling, respectively.
• temperature: Sample tokens with probability

proportional to p(xi|x1:i−1)1/t, t ∈ [0, 1].
• top-k (Fan et al., 2018): Sample tokens only

from the k highest likelihood tokens in the vo-
cabulary at each timestep, k ∈ [1, vocab size]
• top-p (also known as nucleus sampling)

(Holtzman et al., 2019): Sample only from
tokens comprising the top-p percent of proba-
bility mass at each timestep, p ∈ [0, 1].

4.1 Setup

Due to the large monetary cost of evaluation, we
evaluate each decoding algorithm on the same lan-
guage model: the 774M parameter variant of GPT-
2 (Radford et al., 2019), a publicly-released lan-
guage model. To ground samples in a common
context, we select a set of 48 examples from the
GPT-2 test set to condition upon by manually filter-
ing out examples containing explicit content or web
markup. Samples are drawn by conditioning on a
‘prompt’ consisting of the first 20 space-delimited
words of a test example. As sample quality be-
comes ambiguous when samples are terse (Ippolito
et al., 2019a), we explicitly require all sampling
methods to generate exactly 30 tokens, a length
approximately equal to the prompt.

To estimate the expected Human judgment score
Ep[HJ(x)] of the probability distributions induced
by each decoding algorithm, we enlist a quali-
fied pool of 146 Amazon Mechanical Turk (AMT)
workers selected by satisfactory performance on
a qualification task. Workers are presented sets
of five samples, each conditioned on the same

prompt and drawn from five different algorithm-
hyperparameter configurations and asked to assign
qualitative scores to each sample ranging from
human-like to gibberish. The exact prompts as
shown to crowdworkers along with thorough de-
scriptions of our data collection process and our
checks for robustness are included in the Appendix.

Prior work has found that human annotaters have
significant trouble in directly separating out ma-
chine and human generated continuations when
they are of similar quality, as the task of assess-
ing sentence quality is highly subjective (Ippolito
et al., 2019a). We found that constructing pairwise
preference ratings by randomly pairing samples
evaluated at the same time significantly reduced
the variance of our results. Specifically, if one sam-
ple is rated higher than the other, one is assigned
a score of +1 and the other -1. If both are rated
equally, both are assigned a score of 0. The score
assigned to a decoding configuration is its average
score across all pairwise preference ratings.

4.2 Results

We now introduce the first large-scale study com-
paring decoding algorithms and their hyperparame-
ters. Unlike all prior work (Holtzman et al., 2019;
Ippolito et al., 2019b), we explicitly put decoding
algorithms on equal footing by comparing sample
quality at equal points of diversity. We consider five
hyperparameter configurations per decoding algo-
rithm for a total of fifteen configurations. For each
configuration and prompt, we draw ten samples. In
total, workers rate nearly 10,000 samples resulting
in over 38,000 paired ratings. Our main results are
summarized in Figures 2a and 2b. Reassuringly,
both entropy and human quality judgements vary
smoothly with decoding algorithm hyperparameter.

As expected, random sampling directly from
pmodel(x) is simultaneously the highest entropy
and the lowest quality. This is empirically consis-
tent with the long-standing intuition that decoding
algorithms are critical to improving sample quality.
Why is text from random sampling such poor qual-
ity? Language models such as GPT-2 are trained to
minimize the KL-divergence between a training set
and the model distribution pmodel, an objective that
prioritizes recall over precision (Arjovsky et al.,
2017). As a result, models tend to ensure that high
quality sequences have high likelihood without in-
sisting that all high likelihood sequences also have
high quality. When we evaluate samples from the
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Figure 2: (a) Human judgment scores for each decoding algorithm and hyperparameter choice. A score of 0
represents the average human judgement rating of all the sentences evaluated. Nucleus sampling is rated the highest
while random sampling (“model”) performs the worst. (b) Decoder quality plotted as a function of entropy, with
each point representing a single decoding configuration. Error bars represent 95% bootstrap confidence intervals.

model, we evaluate the latter condition.
Our second conclusion is that sample quality

varies significantly with entropy for all decoding
algorithms. Moreover, when aligned on entropy,
sample quality between all autoregressive decoding
algorithms is comparable across a wide range. It
is only when entropy is low – when decoding al-
gorithms heavily influence sampling – that sample
quality between algorithms diverge. In this regime,
we find that nucleus sampling outperforms top-k,
which in turn outperforms temperature sampling.
Observing such a difference should be unsurpris-
ing: the entropy of a distribution alone does not
characterize its samples and thus its overall quality.
As such, a fair comparison of decoding algorithms
must not only compare at the same level of entropy
but at a range of entropy levels.

5 Related Work

Encouraging Diversity We choose to evaluate
three commonly used decoding methods: nucleus
sampling (Holtzman et al., 2019), top-k sampling
(Fan et al., 2018), and temperature sampling. All
three methods control the relative tradeoff between
quality and diversity with a single hyperparameter
as described in Section 4, though many other de-
coding methods also exist in the literature. Ippolito
et al. (2019b) compares many of these algorith-
mic advancements on the tasks of open-ended dia-
log and image captioning, concluding that quality-
diversity tradeoffs make it difficult to say that any
one method is ubiquitously best.

Likelihood Trap We are far from the first to
observe evidence of the likelihood trap. In particu-
lar, the machine translation and image captioning

communities have long known that using higher
beam sizes often leads to lower BLEU scores
(Vinyals et al., 2016; Yang et al., 2018; Stahlberg
and Byrne, 2019; Meister et al., 2020). In open-
ended generation, Holtzman et al. (2019) find sim-
ilar results, observing that maximizing the likeli-
hood generates extremely repetitive sentences. Our
main contribution towards understanding the like-
lihood trap is the first explicit measurement of the
relationship between model likelihoods and human
quality judgments at all points in the model proba-
bility space, not just the endpoints.

Frameworks Our framework differs from
those which ask that generative models mimic
the training distribution exactly (Hashimoto et al.,
2019; Kingma and Welling, 2013; Goodfellow
et al., 2014). While indistinguishability is some-
times the ultimate goal, humans make errors, and
a perfect model would not seek to imitate these
mistakes. As we ground quality evaluations in hu-
man judgments rather than statistical measures, our
framework is easily able to capture the possibility
of superhuman performance.

6 Conclusion

In this paper, we propose a framework for credibly
evaluating decoding algorithms and use it to con-
duct the first large scale evaluation of decoding al-
gorithms by measuring their performance along the
entire quality-diversity frontier. We observe that
decoders can be tuned to produce higher-quality
text, but that this improved quality comes at the
cost of diversity. Our findings suggest that existing
decoding algorithms are largely interchangeable in
high diversity settings, but that nucleus sampling
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performs best when quality is valued over diversity.
We show that when performing a comparison of
text generated from multiple decoding algorithms,
it is crucial to ensure equivalent diversity to make
the comparison fair, a step many evaluations fail
to do. Finally, we warn against falling for the like-
lihood trap, as selecting generated text that is too
likely results in text that humans judge to be worse.
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A Appendix

A.1 Experimental Design
In this section, we describe the design of experi-
ments presented in Section 4 in greater detail.

We begin by describing the task presented to
crowdsourced raters. A sample task is shown in
Figure 4. Each task consists of a “context” se-
quence of the first 20 words in a news article.1

We then present the rater with five continuations
of 30 word-piece tokens. The rater assigns a la-
bel of “High Quality,” “Decent,” “Passable,” “Bad”
or “Terrible” to each. We note that these labels
are inherently subjective, and include a description
and reference example before each task to calibrate
the rater. The same description and example is
repeated in Figure 3.

In preliminary experiments, we found examples
and instructions insufficient for achieving repeat-
able results. Manual inspection of rater responses
revealed a failure to interpret the labels correctly
as well as spammers who would always choose
the same response for every prompt. As a result,
we crafted a qualification exam of five continua-
tions. Only raters which rated all five continua-
tions correctly or nearly correctly2 were allowed
to participate in further experiments. Of the 550
crowdsourced workers surveyed, 136 met this cri-
teria. We refer to this set of raters as the ”qualified
rater pool” below.

Even with a qualification exam, we found raters
often disagree on the appropriate label for a given
continuation. However, when asked to choose
which of two continuations was higher quality qual-
ity (if any), raters were better aligned. With this in
mind, we choose to analyze pairs of ratings given
in the same task. From five absolute ratings, we
construct twenty pairwise preference ratings: two
per pair of continuations. If two continuations re-
ceive the same label, they are assigned a preference
of 0. If the first continuation is rated higher than
the second, a the pair (first, second) is assigned a
score of +1 and the pair (second, first) a score of -1.
All analyses comparing multiple decoding methods
use this methodology.

Even with the precautions above, care is needed
to ensure repeatable results. To measure this, we

1News articles are sourced from GPT-2’s WebText dataset.
https://github.com/openai/gpt-2-output-dataset

2Raters which incorrectly labeled at most one continuation
with a label at most one level off (e.g. if the correct answer
is ”Bad”, acceptable errors are ”Passable” and ”Terrible”) are
counted as ”nearly correct”.

performed an “A/A” experiment prior to data col-
lection. This experiment consists of having the
same tasks rated by two different pools of raters.
Identical analyses are performed on both rating re-
sults, and the experimental setup is deemed valid
if conclusions are consistent. To achieve this, we
constructed 150 tasks3 using a subset of the con-
text sequences and decoding methods from our
primary experiment. We artificially split the quali-
fied worker pool in two by sending the same tasks
for evaluation at midnight and at noon.4 We submit
the same set of tasks to both rater pools. An anal-
ysis of results from both sets of ratings (Figure 5)
reveals a statistically consistent preference of top-p
over top-k and (local) temperature sampling, and
a severe disapproval of random sampling from the
model. These results are also consistent with the
same statistics gathered in the full-scale experiment
presented in the main text and another experiment
described below.

To further validate the reliability of our method-
ology, we explicitly measure inter-rater agreement
on the same set of 150 tasks in a follow-up exper-
iment after large-scale data collection. In this ex-
periment, we ask each task be rated by five distinct
raters. We measure Fleiss’s Kappa, a measure inter-
rater agreement, on the resulting pairwise ratings.
We obtain a score of 0.1964 – an indication that a
correlation between raters exists but that the task is
far from unambiguous. While this may initially ap-
pear concerning, we argue that this is an indication
of the task’s difficulty. Unlike image classification,
for example, a universally agreeable criteria for
text quality does not exist. A measure of Cohen’s
Kappa on the A/A experiment above produces a
score of 0.19578 – nearly identical to the inter-rater
agreement experiment described here. The similar-
ity of these two statistics gives evidence that the
proposed experimental design is repeatable in spite
of the task’s ambiguity. These reuslts underscore
the importance of large-scale, repeatable studies
like that presented here. We conclude by measur-
ing rater preference between each pair of sampling
method and hyperparameter on the five-raters-per-
task inter-rater agreement experiment described
above. Results, as shown in Figure 7, indicate that
the same trends presented in the full-scale experi-
ment (Figure 2a) hold.

3The large-scale experiment includes 1,930 tasks.
4All tasks within each experiment were rated within 4

hours and 1.5 hours, respectively.
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Context Continuation log p(x) Classification

The Atlanta Falcons have started
the 2015 season 4-0 under new
head coach Dan Quinn.
Quarterback Matt Ryan has the ...

... mental Tough O’Rourke Tough apology assessment category of virtue from Boser’ Blog here. It’s got
letters and images on it and is utterly ...

-177 Nonsense

... team afloat and looks closer to the 2010 Atlanta Falcons. Starting cornerback Desmond Trufant was one
of the top players on the 2014 ...

-74 Reasonable

... team in the thick of the NFC South race. The Atlanta Falcons have started the 2015 season 4-0 under new
head coach Dan Quinn. Quarter...

-14 Repetition

They have changed the phone menu
to try to deflect us to email, but you
can still get a live ...

... answer from a female administratoria llallushoss@rahpx Sandra PJ Jenniea nightiopq HamidF daroyqg
S’) ...

-229 Nonsense

... message or call on line, so I suppose they are just using that as an excuse. Yet they are still telling people
to change their telephone number...

-86 Reasonable

... link to a phone number here. They have changed the phone menu to try to deflect us to email, but you
can still get a live link to...

-23 Repetition

Table 1: Examples of sentences at various model likelihoods. Sentences with very low log pmodel generate non-
sense, while sentences that have high likelihood under the model often devolve into extreme repetition. Nonsense
and repetition classifications shown here are only for illustrative purposes. Crowdworkers simply rated sentences
for overall quality.

Figure 3: Instructions for the crowdworker task. Each sentence continuation is labeled on a scale from “Terrible”
to “High Quality”. A description of each label and an example continuation that fits each each is provided before
each task. Exact example used may vary.
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Figure 4: Sample crowdworker task used for the main evaluation results. Raters assign a label on a scale from
“Terrible” to “High Quality” to each of five continuations sharing a common context of twenty words. Each
continuation is generated by a different sampling method and hyperparameter.
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(a) A/A, midnight
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(b) A/A, noon
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(d) Inter-rater

Figure 5: Average Human judgement scores for each sampling method, aggregated across sampling method hy-
perparameters. In spite of being collected by different raters on different sets of tasks and different points in time,
rater preference remains consistent.

Experiment Num Ratings Kappa
A/A 2,968 0.1957 (Cohen’s)

Five-Rater 14,760 0.1964 (Fleiss’s)

Figure 6: Inter-rater agreement between pairwise preference ratings as measured in a preliminary A/A experiment
and an explicit, five-raters-per-task inter-rater agreement experiment. While agreement is low, Kappa is strongly
consistent between both experiments.
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Figure 7: Human judgement scores for each decoding algorithm and hyperparameter choice, as measured in the
inter-rater agreement experiment. Preference between sampling methods remains consistent with large-scale ex-
periment shown in Figure 2a in spite of using only decodes generated by a subset of context sequences.
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Abstract
Document-level human evaluation of machine
translation (MT) has been raising interest in
the community. However, little is known about
the issues of using document-level methodolo-
gies to assess MT quality. In this article, we
compare the inter-annotator agreement (IAA)
scores, the effort to assess the quality in differ-
ent document-level methodologies, and the is-
sue of misevaluation when sentences are eval-
uated out of context.

1 Introduction

The use of machine translation (MT) has now be-
come widespread in many areas thanks to improve-
ments in neural modelling (Sutskever et al., 2014;
Bahdanau et al., 2015; Vaswani et al., 2017). Ac-
cordingly, researchers have attempted to integrate
discourse into neural machine translation (NMT)
systems. As a consequence, document-level human
evaluation of MT has raised interest in the commu-
nity as it enables a more detailed assessment of
suprasentential context. However, the definition
of document-level, in terms of how much of the
text needs to be shown, is still unclear. Moreover,
although a few works have looked into document-
level evaluation (Läubli et al., 2018; Toral et al.,
2018; Barrault et al., 2019; Castilho et al., 2020),
little is known about the issues of using document-
level methodologies to assess MT quality.

The present research attempts to shed light on
the differences in inter-annotator agreement (IAA)
when evaluating MT with different methodolo-
gies, namely random single sentences, sentences
in context, and full document scores. We also look
into perceived effort from translators when evaluat-
ing the translations in the different methodologies.
Results have shown a good level of IAA with a
methodology where translators are able to assess
individual sentences within the context of a doc-
ument compared to a methodology with random

sentence assessments, while a methodology where
translators give a single score per document yields
low IAA. Furthermore, we note that misevaluation
cases recur in the random single sentences evalua-
tion scenario.

2 Related Work

Document-level machine translation evaluation has
been raising interest in the MT field, however,
only a few works have attempted to use document-
level boundaries for MT evaluation. Scarton et al.
(2015) asked participants to post-edit and tag sin-
gle sentences and full paragraphs in terms of co-
hesion and coherence. Their results showed that
more post-editing was performed in paragraphs
which suggests several issues could only be solved
with paragraph-wide context. The authors reported
Spearman’s rank correlation for agreement which
showed mixed to low agreement.

Toral et al. (2018) used consecutive single sen-
tences to rank translations (in terms of preferred
translation) of two MT systems and a human refer-
ence. They found that, when provided with more
context, evaluators were better able to assess the
translations, and moreover, IAA between profes-
sional translators was higher than that between non-
experts. However, this methodology did not allow
access to the full documents, as sentences were
given one by one in order shown in the document.

Läubli et al. (2018) used pairwise rankings of
fluency and adequacy to evaluate the quality of
MT against human translation (HT) for document-
level texts. The methodology consisted of trans-
lators choosing the ‘best’ translated documents in
terms of i) adequacy and ii) fluency, that is, instead
of choosing on a scale of how fluent or adequate
the translations are, the raters just chose the ‘best’
one. The authors reported some IAA scores in the
appendix of that work, showing that for fluency,
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document-level set-up had higher IAA than sen-
tence set-up, but that the opposite was the case for
adequacy. However, this evaluation methodology
can only be used when comparing two different
translations.

Castilho et al. (2020) tested the context span
for the translation of 300 sentences in three differ-
ent domains (reviews, subtitles, and literature) in
a survey with native speakers. The results showed
that over 33% of the sentences tested were found
to require more context than the sentence itself to
be translated or evaluated, and from those, 23%
required more than two previous sentences to be
properly evaluated. The most common issues found
to hinder translation were ambiguity, terminology,
and gender agreement. Their results show that co-
hesion and coherence errors types cannot be recog-
nised at sentence-level at times.

In 2019, the Fourth Conference for Machine
Translation (WMT19)1 attempted document-level
human evaluation for the news domain for the first
time (Barrault et al., 2019). Their direct-assessment
(DA)2 task asked crowdworkers to give a score (0-
100) regarding the accuracy of the translated sen-
tence, for one MT output. They asked raters to rate
i) full documents, ii) single consecutive segments
in original sequential order and iii) single random
sentences. WMT20 (Barrault et al., 2020) modified
the methodology and extended the context span to
entire documents, asking raters to score individ-
ual segments whilst seeing the entire document,
and also to judge the translation of the entire doc-
ument. However, conventional Kappa cannot be
used with DA to measure IAA, and so consistency
is measured instead, where raters have to pass some
quality control criteria.

In light of this, a comparison of IAA between
quality assessments on sentence- and document-
level set-ups is needed in order to determine which
set-up results in the most reliable evaluation. This
study is a follow-up of results presented in Castilho
(2020) where we present a small-scale compari-
son on the differences in IAA between judgements
given in isolated random sentences and entire docu-
ments. In the present study, we compare the IAA in
evaluation of i) random single sentences, ii) evalua-
tion of individual sentences while translators have

1WMT is running since 2006 and had always performed
evaluation solely at the sentence level until 2019 (http://
www.statmt.org/wmt19/).

2Direct assessment started in 2016 and was performed
solely on single sentences until 2019.

access to the full source and MT output, and iii)
evaluation of full documents. To the best of our
knowledge, this is the first paper to compare IAA
for random single sentence vs individual sentences
in a document-level set-up using the state-of-the-art
MT evaluation metrics, namely fluency and ade-
quacy scales,3 error mark-up and pairwise ranking,
(Castilho et al., 2018) along with reporting effort
indicators.

3 Methodology

3.1 Evaluation Design
Professional English (EN) to Brazilian Portuguese
(PT-BR) translators were hired to perform the eval-
uation in terms of fluency, adequacy, error mark-up,
and pairwise ranking using a spreadsheet. The eval-
uation was carried out in two scenarios:

1. Sentence-level: where translators give one
score per random single sentence, henceforth
Random-Sentence score - RSs.

2. Document-level: where translators give:

• A: one score per individual sentence
while having access to the full text.
Henceforth, Sentence-in-Context score
- SCs;

• B: one general score for the full docu-
ment, henceforth Document score - Ds.
This evaluation was performed immedi-
ately after 2A.

This methodology is used to reflect the results
of the first stage of this work (Castilho, 2020) and
the context-span necessary for translation as seen
in Castilho et al. (2020).

3.2 Corpus
Fourteen short documents (513 sentences) from var-
ious sources were selected: News from the WMT
newstest 2019, Ted Talk from OPUS Corpus (Tiede-
mann, 2012), excerpts from two books, and product
reviews.4 These texts were selected because they
consist of relatively short documents so it was pos-
sible to display the whole documents to translators.
The two books were chosen because they were both

3It is important to notice that Läubli et al. (2018) used pair-
wise ranking of fluency and adequacy instead of the standard
Likert scale, while WMT uses direct assessments.

4The excerpts from both books were found freely available
online: The Girl on the Train (www.bookbrowse.com)
and The Fault in Our Stars (www.penguin.com). Product
reviews were collect on the Amazon.com website.
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narrated by female characters, which is important
for translation of gender. Regarding user reviews,
some were chosen because they do not contain in-
formation about the reviewer’s gender, or about the
product. Moreover, a few documents in the WMT
News had the gender modified, for example, in a
document where the politician was male, it was
changed to female. These characteristics were se-
lected to add challenging gender translations to the
test set (Castilho et al., 2020).

3.3 Tools and MT systems
The collected corpus was translated from EN into
PT-BR using Google Translate and DeepL. This
language pair was selected because, as it is the
researcher’s mother tongue, it makes it possible to
analyse the results more carefully and see possible
patterns in the process. Additionally, as Portuguese
is a romance language, it is possible that the results
of this pilot can be extended to the language family.

While Google Translate was used for all the
tasks, DeepL was used for a second translation
for the ranking task. As we are mainly interested in
finding out the best document-level methodology
and annotator agreement as opposed to the quality
of the translation, we believe that these two freely
available MT system were adequate.

The tasks were set up on a spreadsheet since it
proved to be the best tool where translator can see
the full text at once (or most of it) and be able to
judge fluency, adequacy and error at the same time.

3.4 Human Evaluation Metrics
We used the state-of-the-art MT evaluation metrics
for this comparison, namely fluency and adequacy
scales, error mark-up and pairwise ranking.

Adequacy was assessed for each scenario, RSs,
SCs and Ds. Translators answered the question

“How much of the meaning expressed in the source
appears in the translation?” on a Likert scale from
1 to 4, where 1. None of it, 2. Little of it, 3. Most
of it, 4. All of it.

Fluency was also assessed for each scenario,
RSs, SCs and Ds. Translators answered the ques-
tion “How fluent was the translation?” on a Likert
scale from 1-4, where 1. No fluency, 2. Little
fluency, 3. Near native, 4. Native.

Error mark-up - Translators were asked to se-
lect from a drop-down menu the types of errors
found in the MT output. As we are only inter-
ested in the agreement level between translators
(as opposed to finding out the quality of the MT

Translators Group 1 Group 2
T1/T5 T2/T6 T3/T7 T4/T8

Test Set 1 S1 S2 D1 D2

Test Set 2 D2 D1 S2 S1

Table 1: Distribution of tasks where S is sentence-level
scenario (RSs) and D is document-level scenarios (SCs
and Ds), and 1 and 2 are the order of the tasks.

system), we decided to use a simple taxonomy
that consisted of four error categories: Mistransla-
tion, Untranslated, Word Form, and Word Order.
Translators could also select “No errors” where
the sentence/document did not contain any errors.
Each sentence or document could be annotated
with more than one error category, and each error
category could be assigned more than once.

Pairwise Ranking was performed with trans-
lation from Google Translate and DeepL online
MT systems. The systems’ outputs were randomly
mixed in each scenario so translators would see dif-
ferent outputs while ranking the translations. Trans-
lators were asked to rate their preferred translation,
and ties were allowed.

3.5 Translators
Eight professional translators took part in the eval-
uation.5 Their professional experiences range from
4 to 10+ years, and half of them have had previ-
ous experience with translation evaluation. De-
tailed guidelines on how to rate adequacy and flu-
ency, tag errors and rank translations were made
available and translators could ask for clarifica-
tion for any doubts about the tasks. In order to
avoid translators evaluating the same source twice,
documents and scenarios were randomised. Each
translator evaluated 513 sentences, 258 in scenario
1 (test set1- TS1) and 254 in scenario 2 (test set2
-TS2). Table 1 shows the distribution of the tasks
for each translator, where Group 1 is made up of
translators T1/T2/T5/T6, and Group 2, translators
T3/T4/T7/T8.

3.6 Post-task Questionnaire
The post-task questionnaire consisted of 10
statements for the RSs and SCs scenarios. These
were assessed on a scale from 1 to 6, where 1
is a negative answer (very difficult (statements
1-7) / very tiring (statement 8) / strongly disagree
(statements 9-10)) and 6 is an affirmative answer
(very easy/not tiring at all/strongly agree). Two
additional statements for the assessment of fluency,

5Ethical approval has been obtained from the Dublin City
University Research Ethics Committee.
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Coeficients Chance Correction Weighted # Raters Measurement
Inter-rater reliability (IRR) no no any percentage
Cohen’s Kappa yes no 2 interval 0-1
Weighted Cohen’s Kappa yes yes 2 interval 0-1
Fleiss’ Kappa (version of Scott’s) yes no any interval 0-1
Krippendorff’s Alpha yes yes any interval 0-1

Table 2: Inter-annotator coefficients comparison

adequacy and ranking were displayed for the Ds
scenario (shown immediately after the statements
for the SCs scenario). The statements for scenarios
RSs and SCs were the following:

1. Understanding the meaning of the source [in the
random sentences/in each sentence, with access to
the full document] in general was
2. Understanding the meaning of the translated
[in the random sentences/in each sentence, with
access to the full document] in general was
3. Recognising the adequacy problems [in the
random sentences/in each sentence, with access to
the full document] in general was
4. Recognising fluency problems [ in the random
sentences/in each sentence, with access to the full
document] in general was
5. Spotting errors [in the random sentences/in
each sentence, with access to the full document] in
general was
6. Choosing the best of two translations [in the
random sentences/in each sentence, with access to
the full document] was
7. In general, assessing the translation quality on a
[sentence/document] level was (difficulty)
8. For me, assessing the translation quality on a
[sentence/document] level was (fatigue)
9. I was confident with every assessment I provided
for the [sentence/document] level evaluation tasks
10. I could have done a more accurate assessment
if I [had had access to the full text/was assessing
random sentences]

The additional statements for the Ds scenario
were the following (note that statements including
‘best target’ and ‘worst target’ were only displayed
for the ranking assessment):

1 Giving a general (adequacy / fluency / ranking)
score for the full text was: (1 very difficult - 6 very
easy)
2 In order to give a general (adequacy / fluency /
ranking) score for each text, I had to re-read the
full text:

Yes, both source and target texts
Yes, but only the target text
Yes, but only the best target text
Yes, but only the worst target text
No, I haven’t re-read the full text(s). I remember it
so I gave a general score according to my feeling
of the translation

3.7 Inter-annotator agreement (IAA)

We compute IAA with some of the most com-
mon statistics for IAA in the field of computa-
tional linguistics (Artstein and Poesio, 2008). We
compute IAA with some of the most common
statistics for IAA in the field of computational
linguistics (Artstein and Poesio, 2008). We com-
pute Cohen’s Kappa (Cohen, 1960)6 both non-
weighted and weighted versions.7 We also use
Fleiss’ Kappa (Fleiss, 1971) which accounts for
more than two raters, and Krippendorff’s Alpha
reliability (Krippendorff, 2011) which also applies
to multiple coders, and allows for different mag-
nitudes of disagreement. Fleiss Kappa and Krip-
pendorff’s Alpha are also used for the aggregated
judgements within each condition. In addition to
that, we compute a simple measure of percentage
of agreement (we call it inter-rater agreement -
IRR) calculated as the number of agreements, di-
vided by the total number of assessments.8 Table 2
summarises the features of each agreement coeffi-
cient.

The purpose of using Kappa-like coefficients for
this study is to determine whether the assessments
capture some kind of observable reality (Artstein
and Poesio, 2008). Moreover, it is important to note
that a discussion on the interpretation of the value
of Kappa-like coefficients is beyond the scope of

6As Cohen’s Kappa is designed for measuring the agree-
ment between only two raters, when computing it for multiple
raters, one can report the average of the Kappa statistics com-
puted from each possible pair of raters (Mitani et al., 2017).

7Weighted Kappa was computed for the Adequacy and
Fluency scores as they are assessed using a Likert scale, while
non-weighted Kappa was computed for ranking and error
tasks.

8All metrics were computed with Kappa built-in in SPSS
software
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Adequacy RSs SCs Ds
Test set 1 Group1 Group2 Group2
Weighted κ (av) 0.40 0.41 0.30
Fleiss κ 0.32 0.29 0.13
Krippendorff α 0.50 0.51 0.28
IRR 70% 55% 68%
Test set 2 Group2 Group1 Group1
Weighted κ (av) 0.31 0.31 0.31
Fleiss κ 0.23 0.22 0.06
Krippendorff α 0.38 0.36 0.18
IRR 59% 59% 47%

Table 3: IAA for adequacy assessments for random sin-
gle sentences (RSs), individual sentences in document
context (SCs), and one score per document (Ds) scenar-
ios.

Adequacy RSs SCs Ds
Fleiss κ 0.10 0.10 -0.02
Krippendorff α 0.16 0.18 0.19

Table 4: Aggregated IAA scores for adequacy assess-
ments.

this paper.
The comparison of the scenarios (1 - sentence

vs 2 - document) is calculated between the test
sets (Test Set 1 & Test Set 2) for a more detailed
evaluation of the IAA scores, and scores are also
generalised for each methodology. Due to the ex-
ploratory nature of this research, along with the
small number of participants which is known to
hinder the effectiveness of statistical analysis, we
interpret the results gathered with these evaluations
from a qualitative perspective.

4 Results
4.1 Adequacy

Results for adequacy in Table 3 show that, in gen-
eral, the RSs scenario has higher IAA than the
document-level scenarios (SCs and Ds) for both
test sets. Interestingly, if we look at IAA within
each group, we note that group 2 has higher κ
and α in the SCs scenario, even though the IRR is
lower. The Ds scenario has the lowest IAA scores
(apart from weighted κ for group 1). The aggre-
gated scores in Table 4 show that Rs and SCs have
the same Fleiss κ, while Ds shows negative scores.
Interestingly, higher α is shown for the Ds sce-
nario, followed by the Sc scenario. Nonetheless,
we observe from the IAA scores that RS and SC
methodologies seem to yield similar IAA scores,
higher than the Ds scenario.

4.2 Fluency

Results for the fluency assessment in Table 5 show
that for Test set 1, the RSs scenario has higher

Fluency RSs SCs Ds
Test set 1 Group1 Group2 Group2
Weighted κ (av) 0.40 0.41 0.00
Fleiss κ 0.28 0.16 -0.03
Krippendorff α 0.46 0.27 0.07
IRR 69% 49% 47%
Test set 2 Group2 Group1 Group1
Weighted κ (av) 0.31 0.31 0.31
Fleiss κ 0.16 0.19 -0.20
Krippendorff α 0.26 0.29 -0.19
IRR 56% 61% 27%

Table 5: IAA for adequacy assessments for RSs, SCs,
and Ds scenarios.

Fluency RSs SCs Ds
Fleiss κ 0.09 0.05 -0.05
Krippendorff α 0.14 0.10 -0.06

Table 6: Aggregated IAA scores for fluency assess-
ments.

IAA than both-document level scenarios, SCs and
Ds. However, the SCs scenario shows slight higher
IAA for Test Set 2. Within each group, we observe
that group 2 has higher weighted κ and α in the
SCs than in the RSs scenario, even though IRR is
lower for the SCs scenario. The Ds scenario, in
general, show lower IAA scores than RSs and SCs
methodologies. The aggregated scores in Table 6
also confirms that the Ds scenario yields a lower
IAA, and the RSs scenario shows slight higher IAA
than SCs.

4.3 Error

Error mark-up results were divided into binary,
when raters agree there was an error (any type)
or no errors in the sentence/document, and type,
when raters agree on the exact error type found
in the sentence/document. Note that for the error
mark-up task we decided not to ask translators to
tag errors per document (Ds), for two main rea-
sons: i) as it was proven to be hard for translators
in our previous work (Castilho, 2020) and ii) as
Ds scenario was evaluated immediately after RSs
scenario, translators could just copy and paste the
errors they have found in RSs into Ds.

Results in Table 7 show that IAA is higher for
all assessments in the RSs scenario. However, we
note that IAA scores for SCs, especially in Group
2, are closer to the ones in the RSs scenario. More-
over, the aggregated results in Table 8 show IAA
for the SCs is similar to the RSs for the binary
category, suggesting that a document-level method-
ology where translators can tag errors for each sen-
tence with access to the full document can lead to
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Error RSs SCs
Test Set 1 Group1 Group2

Cohen κ binary 0.29 0.27
type 0.28 0.25

Fleiss κ binary 0.28 0.22
type 0.27 0.24

α
binary 0.28 0.22
type 0.27 0.24

IRR binary 68% 63%
type 65% 55%

Test Set 2 Group 2 Group 1

Cohen κ binary 0.22 0.21
type 0.25 0.21

Fleiss κ binary 0.27 0.15
type 0.25 0.16

α
binary 0.26 0.15
type 0.24 0.16

IRR binary 62% 60%
type 58% 55%

Table 7: IAA for error mark-up assessments for RSs
and SCs scenarios.

Error RSs SCs

Fleiss κ binary 0.09 0.08
type 0.10 0.86

α
binary 0.09 0.09
type 0.10 0.08

Table 8: Aggregated IAA scores for error mark-up as-
sessments.

better IAA.

4.4 Ranking
Results in Table 9 show that the RS scenario
presents higher IAA compared to both document-
level scenarios, while in test Set 2, it is the SC
scenario which shows higher IAA. Interestingly,
when looking within each group, we can see that
the IAA scores are very close in the RSs and SCs
scenarios. Moreover, the IAA scores when full
texts were ranked (Ds) are largely lower compared
to IAA scores where translators rank individual
sentences with access to full texts (SCs). The ag-
gregated scores in Table 10 confirm the low IAA
when the Ds scenario is used, and close IAA for
RSs and SCs.

4.5 Effort
The effort spent on assessment was calculated via
a post-task questionnaire. Translators answered the
questions (see full statements in Section 3) after
they finished all tasks in all scenarios. Table 11
shows the average results for each statement for RS
and SC scenarios.

We observe positive answers for the SC scenario
for all statements which indicates that translators
found it easier to understand both source (statement

Ranking RSs SCs Ds
Test Set 1 Group 1 Group 2 Group 2
Cohen κ 0.41 0.37 -0.03
Fleiss κ 0.40 0.36 -0.12
Krippendorff α 0.45 0.39 -0.13
IRR 61% 58% 35%
Test Set 2 Group 2 Group 1 Group 1
Cohen κ 0.38 0.43 0.14
Fleiss κ 0.38 0.42 0.09
Krippendorff α 0.43 0.47 0.19
IRR 60% 62% 44%

Table 9: IAA for pair-wise ranking evaluation assess-
ments for RSs, SCs, Ds scenarios.

Ranking RSs SCs Ds
Test Set 1 Group 1 Group 2 Group 2
Fleiss κ 0.18 0.17 0.02
Krippendorff α 0.23 0.19 0.02

Table 10: Aggregated IAA for pair-wise ranking evalu-
ation assessments.

1) and translation (2) when assessing sentences in
context. Translators found it easier to recognise
adequacy (3) and fluency (4) problems, as well as
spotting errors (5) and choosing the best transla-
tion (6) when having access to full texts. Moreover,
they found it easier to assess the quality in gen-
eral (7) and less tiring (8) when having full texts,
being more confident with their assessment (9).
Overwhelmingly, translators think they give more
accurate assessments when having access to full
texts (10).

We also asked translators about the effort of giv-
ing one single score to the full texts (Ds). Table 12
shows the result for the statement “Giving a gen-
eral (adequacy / fluency / ranking) score for the
full text was (1 very difficult - 6 very easy)”, while
Table 13 show the result for the statement “In order
to give a general (adequacy / fluency / ranking)
score for each text, I had to re-read the full text”.

We note that adequacy was the hardest assess-
ment to be performed when translators are asked to
give one score per document. One translator men-
tioned that both texts “had lots of mistakes so I had
to score based on quantity and quality of the mis-
takes, it took some calculations. Another translator
mentioned that “Occasionally, a text would have
some great individual sentences translation, but
then would have missed some key words with mis-
translations. So it was hard to think which factor
should play a bigger role into the score”.

Regarding the question about re-reading the texts
in order to assign one score for a full document, we
see in Table 13 that for adequacy and fluency, while
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Statements RSs SCs
1- Understand SOURCE 4.37 5.75
2- Understand TARGET 3.87 5.12
3- Recognise ADEQUACY 4.12 5.25
4- Recognise FLUENCY 4.62 4.87
5- Spot ERRORs 4.5 5.12
6- Choose BEST translation 4.12 4.87
7- Difficulty in assessing 4 5
8- Tiredness 3.75 4.62
9- Confidence 4.12 4.62
10- Preference 5.12 1.37

Table 11: Post-questionnaire results (average) for RSs
and SCs scenarios. Scale range from 1 to 6, where 1 is
very difficult/very tiring/strongly disagree and 6 is very
easy/not tiring at all/strongly agree.

Statement Adequacy Fluency Ranking
Difficulty level 4 4.37 4.5

Table 12: Average scores for assessing sentences in the
Ds scenario, where 1 is “very difficult” and 6 is “very
easy”.

two translators re-read both source and target, 3 re-
read the target only and 3 did not re-read the texts.
For the ranking task, the majority of translators did
not need to re-read any of the texts.

5 Towards a better human evaluation
methodology for document-level

The recent interest in document-level MT evalua-
tion has raised a few questions in the area. For ex-
ample, it is still not clear how much context needs
to be shown in a document-level evaluation set-
up. This is important as we need to understand
whether there is a pattern regarding how much con-
text is required (in cases when full texts cannot
be fully displayed or when they are not available)
in order to have a reliable quality assessment and
to avoid misevaluation issues. Some studies have
used consecutive sentences (showing one at time)
(Toral et al., 2018), and a few have used full short
texts(Läubli et al., 2018; Barrault et al., 2019).

Castilho et al. (2020) have shown that for a great
number of sentences, their successful translation
and their MT evaluation requires more than sen-
tence pairs and sometimes even full texts. Corrob-
orating these findings, we also observe the need
for a wider context in order to solve ambiguities in
the evaluation. Figure 1 shows examples of con-
text span needed when evaluating translations from
EN→PT-BR.9

To evaluate sentence 105, the translators need
9The full speech can be found in the appendix I

Re-read (Y/N) Adequacy Fluency Ranking
Source and target 2 2 2
Target only 3 3 1
Best target only - - 0
Worst target only - - 0
No 3 3 5

Table 13: Responses for the statement: In order to
give a general score for each text, I had to re-read the
full text displayed in the Ds scenario. Note that Best
and Worst target only was only shown for the ranking
assessment.

to identify the gender of the speaker in order to
know whether “thank you” will be translated into
the feminine (obrigada) or masculine (obrigado).
For sentences 103 and 104, the translators need to
know whether the pronoun “you” refers to singular
or plural (você/vocês). Moreover, in sentence 104,
because of the verb “love”, some syntax construc-
tions would need to have the gender of the pronoun
“you” determined (as amamos -f, os amamos- m).10

The issue of gender in 104 might be solved
with sentence 102 with the use of the term “young
women”, as they are the ones who need “to stand
up and take the reins”, and the speaker knows that
“you can do it” (“to stand up and take the reins”).
This might imply that the “you” is also female and
unlikely to be male, i.e.:

And we need strong, smart, confident young
women to stand up and take the reins.
We know you can do it, Paul.×
We know you can do it, Mary.X

Before sentence 102, it is only in sentence 52 that
“you” is clearly identified as “women”. Regarding
number (singular/plural), however, it is still not
possible to affirm whether “you” in sentence 104
and 103 refers to singular or plural, with the context
of sentence 102, because the one being talked to
could still be singular, i.e.:

And we need strong, smart, confident young
women to stand up and take the reins.
We know you can do it, girls.X
We know you can do it, Mary.X

It is only with Sentence 99 that the number of
“you” is solved with the term “every single one of
you”, which indicates that the speaker is talking to
more than one person. Before that, it is only with
sentences 52 and 54 that “you” is again identified
as plural.

Regarding the gender issue in sentence 105, one
can claim that sentence 95 “My husband works in

10It is also possible to translate the sentence “we love you”
with the gender-neutral pronoun “vos” (nós vos amamos).
However, as this is an old Portuguese construction, it is not
considered by any of the translators.
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Figure 1: Examples of context span needed to solve gender and number issues in sentence 104 and 105. The parts
in pink relate to the gender of the speaker, red parts relate to the number of “you” (singular/plural), orange parts
relate to the gender of “you”, and the green parts relate to the resolution of “it”.

this big office” would indicate that the speaker is
feminine, however, men can also have husbands.
Even if the following sentence identifies that the
“big office” is the “Oval office”, it does not clearly
identify that the husband that works there is the
actual president. It is only with sentence 36 that
we see that the speaker is Michele Obama as she
names the husband as “Barack Obama”, however,
that requires world knowledge. Sentence 26 is the
closest one to 105 that clearly identifies the speaker
as a “girl”.

These problems with context span show that it is
still uncertain how much context translators need
to see in order to identify the issues in the transla-
tion and assess translation quality accordingly. We
have previously shown (Castilho, 2020) that there
is a risk of misevaluation when random single sen-
tences are used in evaluation because of the lack
of context. We also observe misevaluation issues
in the present study, where disagreements in the
RS scenario are more often related to ambiguity
and lack of context. Figure 2 shows two examples
of misevaluation for sentences 104 and 105 when
assessments were performed in the RS scenario.

(104) Source: We love you.
MT: Nós te amamos. (no gender/singular)
HT1: Nós as amamos. (feminine/plural)
HT2: Nós amamos vocês. (no gender/plural)

When comparing the scores assigned to sentence
104 (“We love you”) in the RSs and SCs scenarios,
we note that in the RS evaluation, as expected, all
translators assessed the MT output as having all the
meaning of the source, to be native, and free of er-

rors. None of the translators commented on the fact
that there are four possible translation for the pro-
noun “you” in the source (singular/masculine, sin-
gular/feminine, plural/masculine, plural/feminine)
and only a wider context would determine gender
and number in the sentence. Translators who as-
sessed sentence 104 in the SC scenario were able
to find that the MT was not able to keep the gen-
der agreement in the translation,11 even when they
erroneously did not consider the whole context in
order to assess the sentence, as it is the case of T5.
It is interesting that the scores for adequacy in the
SC are quite divergent, while the scores for fluency
are more homogeneous. This corroborates findings
from our previous work Castilho (2020) where we
note that disagreements at the document-level are
more related to adequacy errors. Misevaluation
was also observed in sentence 105:

(105) Source: Thank you so much.
MT: Muito obrigado. (masculine)
HT: Muito obrigada. (feminine)

Similar to the previous sentence, translators as-
sessed the MT output of sentence 105 in the RS
scenario as having all the meaning of the source,
to be native, and free of errors. However, this time
one translator (T4) commented on the fact that only
a wider context would determine the gender in the
sentence. Translators who assessed sentence 105 in
the SC scenario were able to find errors in the MT
output. Again, we note that T5 erroneously does

11Note that T2 considered (erroneously) the mistranslation
to be a word form error
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Figure 2: Examples of misevaluation and (dis)agreement among translators in the RSs and SCs scenarios.

not consider the whole context in order to assess
the sentence. Similar to sentence 104, the scores
for adequacy in the document-level scenario are
divergent, while the scores for fluency are more
homogeneous.

We speculate that the reason methodologies with
random single sentences show higher IAA agree-
ment is because raters tend to accept the translation
when adequacy is ambiguous but the translation is
correct, especially if it is fluent. Thus, sentences
like 104 and 105 are judged as correct in a sce-
nario where there is no context to tell the evaluator
why the translation should be different. Therefore,
higher IAA scores in RS methodologies do not
necessarily mean translators agreed more because
the MT output was in fact better. Moreover, since
NMT systems are known to have improved fluency,
these types of misevaluation as shown previously
are more likely to happen in a RSs set-up.

Our results have shown that a methodology
where translators are able to assess individual sen-
tences within the context of a document (SC sce-
nario) yields good level of IAA compared to RS
scenario, while a methodology where translators
give one score per document (Ds) shows very low
level of IAA. Moreover, the SCs methodology
avoids the misevaluation cases which proved to
be quite common in the RS evaluation set-ups.

6 Conclusions and Future Work

The present work attempts to shed light on the dif-
ferences in IAA when evaluating MT with different
methodologies, namely random single sentences,
sentences in context, and full document scores.

The main finding of this comparison is that, an
evaluation methodology where translators judge
single random sentences might yield a better an-
notator agreement at times but with a high cost
of misevaluation cases. Moreover, a methodology
where translators assign one score per text leads
to lower IAA and a great level of effort. This cor-
roborates the results seen in Castilho (2020) where
IAA scores for document-level reaches negative
levels, and the level of satisfaction of translators
with that methodology is also very low. In turn,
evaluating the quality of MT output with individ-
ual sentences showed in the context of a document
yields not only good IAA scores but avoids the is-
sue of misevaluation which is extremely common
in random single sentence evaluation set-up. We
believe that a translator will be more inclined to
accept as correct an ambiguous but fluent transla-
tion. This is problematic for an accurate evaluation
of MT quality since it might lead to misevaluation
especially when assessing the quality of NMT sys-
tems which are known to have an improved fluency
level. Therefore, we suggest that evaluation set-ups
using random single sentences should be avoided.

For future work, we will investigate the differ-
ences in context span needed for different domains,
as well as whether the state-of-the-art metrics for
human evaluation of MT (fluency, adequacy, error,
ranking) must be modified in order to capture more
realistically the quality level of the systems.
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Marta R. Costa-jussà, Christian Federmann, Yvette
Graham, Roman Grundkiewicz, Barry Haddow,
Matthias Huck, Eric Joanis, Tom Kocmi, Philipp
Koehn, Chi-kiu Lo, Nikola Ljubešić, Christof
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Christian Federmann, Mark Fishel, Yvette Gra-
ham, Barry Haddow, Matthias Huck, Philipp Koehn,
Shervin Malmasi, Christof Monz, Mathias Müller,
Santanu Pal, Matt Post, and Marcos Zampieri. 2019.
Findings of the 2019 Conference on Machine Trans-
lation (WMT19). In Proceedings of the Fourth Con-
ference on Machine Translation (WMT 19), pages
1–61, Florence, Italy.

Sheila Castilho. 2020. On the same page? compar-
ing inter-annotator agreement in sentence and doc-
ument level human machine translation evaluation.
In Proceedings of the Fifth Conference on Machine
Translation, pages 1150–1159, Online. Association
for Computational Linguistics.

Sheila Castilho, Stephen Doherty, Federico Gaspari,
and Joss Moorkens. 2018. Approaches to Human
and Machine Translation Quality Assessment. In
Translation Quality Assessment: From Principles to
Practice, volume 1 of Machine Translation: Tech-
nologies and Applications, pages 9–38. Springer In-
ternational Publishing.

Sheila Castilho, Maja Popović, and Andy Way. 2020.
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Samuel Läubli, Rico Sennrich, and Martin Volk. 2018.
Has Machine Translation Achieved Human Parity?
A Case for Document-level Evaluation. In Proceed-
ings of EMNLP, pages 4791–4796, Brussels, Bel-
gium.

Aya A. Mitani, Phoebe E. Freer, and Kerrie P. Nelson.
2017. Summary measures of agreement and asso-
ciation between many raters’ ordinal classifications.
Annals of epidemiology, 27:677–685.e4.

Carolina Scarton, Marcos Zampieri, Mihaela Vela,
Josef van Genabith, and Lucia Specia. 2015. Search-
ing for context: a study on document-level labels
for translation quality estimation. In Proceedings
of the 18th Annual Conference of the European As-
sociation for Machine Translation, pages 121–128,
Antalya, Turkey.

Ilya Sutskever, Oriol Vinyals, and Quoc V. Le. 2014.
Sequence to Sequence Learning with Neural Net-
works. In Proceedings of NIPS, pages 3104–3112,
Montreal, Canada.

Jörg Tiedemann. 2012. Parallel data, tools and inter-
faces in OPUS. In Proceedings of the Eighth In-
ternational Conference on Language Resources and
Evaluation (LREC-2012), pages 2214–2218, Istan-
bul, Turkey. European Languages Resources Associ-
ation (ELRA).

Antonio Toral, Sheila Castilho, Ke Hu, and Andy Way.
2018. Attaining the Unattainable? Reassessing
Claims of Human Parity in Neural Machine Transla-
tion. In Proceedings of WMT, pages 113–123, Brus-
sels, Belgium.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Lukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In Proceedings of the 31st Conference on
Neural Information Processing Systems (NeurIPS
2017), pages 5998–6008, Long Beach, CA.

A Appendices

Michelle Obama Ted Talk (Opus Corpus – Tiede-
mann, 2012)

43



1 Speaking at a London girls’ school, Michelle Obama makes a passionate, personal case for each student to take education seriously.
2 It is this new, brilliant generation, she says, that will close the gap between the world as it is and the world as it should be.
3 culture,education,global issues,leadership,politics
4 Michelle Obama’s plea for education
5 This is my first trip, my first foreign trip as a first lady.
6 Can you believe that?
7 And while this is not my first visit to the U.K., I have to say that I am glad that this is my first official visit.
8 The special relationship between the United States and the U.K. is based not only on the relationship between governments,

but the common language and the values that we share, and I’m reminded of that by watching you all today.
9 During my visit I’ve been especially honored to meet some of Britain’s most extraordinary women –

women who are paving the way for all of you.
10 And I’m honored to meet you, the future leaders of Great Britain and this world.
11 And although the circumstances of our lives may seem very distant, with me standing here as the First Lady of the United States

of America, and you, just getting through school,
I want you to know that we have very much in common.

12 For nothing in my life’s path would have predicted that I’d be standing here as the first African-American First Lady of the United
States of America.

13 There is nothing in my story that would land me here.
14 I wasn’t raised with wealth or resources or any social standing to speak of.
15 I was raised on the South Side of Chicago.
16 That’s the real part of Chicago.
17 And I was the product of a working-class community.
18 My father was a city worker all of his life, and my mother was a stay-at-home mom.
19 And she stayed at home to take care of me and my older brother.
20 Neither of them attended university.
21 My dad was diagnosed with multiple sclerosis in the prime of his life.
22 But even as it got harder for him to walk and get dressed in the morning – I saw him struggle more and more – my father never

complained about his struggle.
23 He was grateful for what he had.
24 He just woke up a little earlier and worked a little harder.
25 And my brother and I were raised with all that you really need: love, strong values and a belief that with a good education and a whole

lot of hard work, that there was nothing that we could not do.
26 I am an example of what’s possible when girls from the very beginning of their lives are loved and nurtured by the people around them.
27 I was surrounded by extraordinary women in my life: grandmothers, teachers, aunts, cousins, neighbors, who taught me about

quiet strength and dignity.
28 And my mother, the most important role model in my life, who lives with us at the White House and helps to care for our two

little daughters, Malia and Sasha.
29 She’s an active presence in their lives, as well as mine, and is instilling in them the same values that she taught me and my brother:

things like compassion, and integrity, and confidence, and perseverance – all of that wrapped up in an unconditional love that
only a grandmother can give.

30 I was also fortunate enough to be cherished and encouraged by some strong male role models as well, including my father,
my brother, uncles and grandfathers.

31 The men in my life taught me some important things, as well.
32 They taught me about what a respectful relationship should look like between men and women.
33 They taught me about what a strong marriage feels like: that it’s built on faith and commitment and an admiration for each other’s

unique gifts.
34 They taught me about what it means to be a father and to raise a family.
35 And not only to invest in your own home but to reach out and help raise kids in the broader community.
36 And these were the same qualities that I looked for in my own husband, Barack Obama.
37 And when we first met, one of the things that I remember is that he took me out on a date.
38 And his date was to go with him to a community meeting.
39 I know, how romantic.
40 But when we met, Barack was a community organizer.
41 He worked, helping people to find jobs and to try to bring resources into struggling neighborhoods.
42 As he talked to the residents in that community center, he talked about two concepts.
43 He talked about the world as it is and the world as it should be.
44 And I talked about this throughout the entire campaign.
45 What he said, that all too often, is that we accept the distance between those two ideas.
46 And sometimes we settle for the world as it is, even when it doesn’t reflect our values and aspirations.
47 But Barack reminded us on that day, all of us in that room, that we all know what our world should look like.
48 We know what fairness and justice and opportunity look like.
49 We all know.

Table A: Full speech by Michelle Obama’s - see Figure 1
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50 And he urged the people in that meeting, in that community, to devote themselves to closing the gap between those two ideas,
to work together to try to make the world as it is and the world as it should be, one and the same.

51 And I think about that today because I am reminded and convinced that all of you in this school are very important parts
of closing that gap.

52 You are the women who will build the world as it should be.
53 You’re going to write the next chapter in history.
54 Not just for yourselves, but for your generation and generations to come.
55 And that’s why getting a good education is so important.
56 That’s why all of this that you’re going through – the ups and the downs, the teachers that you love and the teachers that you don’t –

why it’s so important.
57 Because communities and countries and ultimately the world are only as strong as the health of their women.
58 And that’s important to keep in mind.
59 Part of that health includes an outstanding education.
60 The difference between a struggling family and a healthy one is often the presence of an empowered woman or women at the center

of that family.
61 The difference between a broken community and a thriving one is often the healthy respect between men and women who

appreciate the contributions each other makes to society.
62 The difference between a languishing nation and one that will flourish is the recognition that we need equal access to education

for both boys and girls.
63 And this school, named after the U.K.’s first female doctor, and the surrounding buildings named for Mexican artist Frida Kahlo,

Mary Seacole, the Jamaican nurse known as the black Florence Nightingale, and the English author, Emily Bronte, honor women
who fought sexism, racism and ignorance, to pursue their passions to feed their own souls.

64 They allowed for no obstacles.
65 As the sign said back there, without limitations.
66 They knew no other way to live than to follow their dreams.
67 And having done so, these women moved many obstacles.
68 And they opened many new doors for millions of female doctors and nurses and artists and authors, all of whom have followed them.
69 And by getting a good education, you too can control your own destiny.
70 Please remember that.
71 If you want to know the reason why I’m standing here, it’s because of education.
72 I never cut class.
73 Sorry, I don’t know if anybody is cutting class.
74 I never did it.
75 I loved getting As.
76 I liked being smart.
77 I liked being on time.
78 I liked getting my work done.
79 I thought being smart was cooler than anything in the world.
80 And you too, with these same values, can control your own destiny.
81 You too can pave the way.
82 You too can realize your dreams, and then your job is to reach back and to help someone just like you do the same thing.
83 History proves that it doesn’t matter whether you come from a council estate or a country estate.
84 Your success will be determined by your own fortitude, your own confidence, your own individual hard work.
85 That is true.
86 That is the reality of the world that we live in.
87 You now have control over your own destiny.
88 And it won’t be easy – that’s for sure.
89 But you have everything you need.
90 Everything you need to succeed, you already have, right here.
91 My husband works in this big office.
92 They call it the Oval Office.
93 In the White House, there’s the desk that he sits at – it’s called the Resolute desk.
94 It was built by the timber of Her Majesty’s Ship Resolute and given by Queen Victoria.
95 It’s an enduring symbol of the friendship between our two nations.
96 And its name, Resolute, is a reminder of the strength of character that’s required not only to lead a country, but to live a life of

purpose, as well.
97 And I hope in pursuing your dreams, you all remain resolute, that you go forward without limits, and that you use your talents –

because there are many; we’ve seen them; it’s there that you use them to create the world as it should be.
98 Because we are counting on you.
99 We are counting on every single one of you to be the very best that you can be.
100 Because the world is big.
101 And it’s full of challenges.
102 And we need strong, smart, confident young women to stand up and take the reins.
103 We know you can do it.
104 We love you.
105 Thank you so much.

Table A: Cont. - Full speech by Michelle Obama’s - see Figure 1
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Abstract

This paper discusses a classification-based ap-
proach to machine translation evaluation, as
opposed to a common regression-based ap-
proach in the WMT Metrics task. Recent
machine translation usually works well but
sometimes makes critical errors due to just a
few wrong word choices. Our classification-
based approach focuses on such errors us-
ing several error type labels, for practical ma-
chine translation evaluation in an age of neu-
ral machine translation. We have made ad-
ditional annotations on the WMT 2015-2017
Metrics datasets with fluency and adequacy la-
bels to distinguish different types of transla-
tion errors from syntactic and semantic view-
points. We present our human evaluation cri-
teria for the corpus development and auto-
matic evaluation experiments using the cor-
pus. The human evaluation corpus will be
publicly available at https://github.com/
ksudoh/wmt15-17-humaneval.

1 Introduction

Most machine translation (MT) studies still eval-
uate their results using BLEU (Papineni et al.,
2002) because of its simple, language-agnostic, and
model-free methodology. Recent remarkable ad-
vances in neural MT (NMT) have cast an important
challenge in its evaluation; NMT usually generates
a fluent translation that cannot always be evalu-
ated precisely by simple surface-based evaluation
metrics like BLEU.

A recent trend in the MT evaluation is to use a
large-scale pre-trained model like BERT (Devlin
et al., 2019). Shimanaka et al. (2019) proposed
BERT Regressor based on sentence-level regres-
sion using a fine-tuned BERT model, as an exten-
sion of their prior study using sentence embed-
dings (Shimanaka et al., 2018). Zhang et al. (2020)
proposed BERTScore based on hard token-level

alignment using cosine similarity of contextualized
token embeddings. Zhao et al. (2019) proposed
MoverScore based on soft token-level alignment
using Word Mover’s Distance (Kusner et al., 2015).
Sellam et al. (2020) proposed BLEURT that incor-
porates auxiliary task signals into the pre-training
of a BERT-based sentence-level regression model.
These methods aim to evaluate a translation hypoth-
esis using the corresponding reference with a high
correlation to human judgment.

The evaluation of this kind of MT evaluation,
often called meta-evaluation, is usually based on
some benchmarks. The meta-evaluation in the re-
cent studies uses the WMT Metrics task dataset
consisting of human judgment on MT results. The
human judgment is given in the form of Human
Direct Assessment (DA) (Graham et al., 2016), a
100-point rating scale. The Human DA results are
standardized into z-scores (human DA scores, here-
inafter) and used as the evaluation and optimization
objective of regression-based MT evaluation meth-
ods. Recent MT evaluation methods achieved more
than 0.8 in Pearson correlation on WMT 2017 test
set1. However, Takahashi et al. (2020) reported a
weaker correlation in low human DA score ranges.
Such a finding suggests the difficulty of the MT
evaluation on low-quality results.

In this work, we focus on the problem in the eval-
uation of low-quality translations that cause serious
misunderstanding. Judging erroneous translations
in the 100-point rating scale would be very difficult
and unstable, because the extent of errors cannot be
mapped easily into a one-dimensional space. Sup-
pose we are evaluating a translation hypothesis, (1)
It is our duty to remain at his sides with its refer-
ence, It is not our duty to remain at his sides.2 The

1The correlation got worse in the newer WMT datasets
(Ma et al., 2018, 2019) due to noise in human judgement
(Sellam et al., 2020).

2This example is taken from the Metrics dataset of WMT
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difference in this example is just in one missing
word not in the hypothesis, but it may cause a seri-
ous misunderstanding. Such translation errors are
considered as critical ones by professional trans-
lators. There are several metrics for translation
quality assessment (QA) proposed in the transla-
tors’ community, such as LISA QA Metric3 and
Multidimentional Quality Metrics (MQM)4. These
metrics use a couple of error seriousness categories
(Minor, Major, Critical) in several viewpoints, such
as mistranslation, accuracy, and terminology. The
missing negation is a kind of critical error. Nev-
ertheless, most existing automatic MT evaluation
metrics fail to penalize such errors. Human DA is
also difficult from this viewpoint. Suppose we have
other translation hypotheses, (2) He bought some
bags at a duty-free store. and (3) Not is to duty re-
main it sides his at. for the same reference. We can
easily identify these hypotheses are wrong. How-
ever, evaluating them together with (1) in the same
100-point rating scale by mapping these differences
into one dimension is not trivial.

This work pursues a classification-based human
and automatic MT evaluation based on the multi-
dimensional evaluation. Current NMT technolo-
gies would still be far from the level of profes-
sional human translators but are also utilized in
various applications. MT in practical applications
should be evaluated as same as human translations
by practical metrics, not just by incremental and
engineering-oriented metrics like BLEU.

We propose a classification-based MT evalua-
tion framework motivated by the discussion about
critical errors. In human evaluation, we use con-
ventional evaluation dimensions of fluency and ad-
equacy (LDC, 2005) and define several categories
different from a conventional 1-5 Likert scale. We
developed a corpus with such additional annota-
tions on WMT Metrics dataset and found that hu-
man DA scores penalize incomprehensible and un-
related MT hypotheses more than those with other
critical errors that cause serious misunderstand-
ing and contradiction. We then implemented a
classification-based automatic MT evaluation us-
ing the corpus and conducted experiments on the

2015.
3http://producthelp.sdl.com/SDL_

TMS_2011/en/Creating_and_Maintaining_
Organizations/Managing_QA_Models/LISA_
QA_Model.htm

4https://www.dfki.de/en/web/
research/projects-and-publications/
publications-overview/publication/7717/

WMT Metrics test set.

2 Related Work

MT evaluation has evolved along with the advance
of MT technologies. White et al. (1994) reviewed
some attempts of human evaluation and presented
adequacy, fluency, and comprehension results in the
early 1990s. The Quality Panel approach presented
in their paper was motivated by the evaluation of
human translations, but it was finally abandoned
due to human evaluation difficulties. Callison-
Burch et al. (2007) presented meta-evaluation of
the MT evaluation in WMT shared tasks. Accord-
ing to the findings there, the WMT shared tasks had
employed ranking-based human evaluation for a
while. Snover et al. (2006) defined Human-targeted
Translation Edit Rate (HTER) that measures the
translation quality by the required number of post-
edits on a translation hypothesis. Denkowski and
Lavie (2010) and Graham et al. (2012) discussed
the differences among those human evaluation ap-
proaches. Graham et al. (2016) proposed human
DA for the MT evaluation, and DA has been used as
standard human evaluation in recent WMT Metrics
tasks.

There is another line of human MT evaluation
studies focusing on semantics. Lo and Wu (2011)
proposed MEANT and its human evaluation variant
HMEANT based on semantic frames. Birch et al.
(2016) proposed HUME based on a semantic repre-
sentation called UCCA. This kind of fine-grained
semantic evaluation requires some linguistic knowl-
edge for annotators but enables explainable evalua-
tion instead. However, the meaning of the sentence
can be changed by small changes, as discussed later
in section 3. Looking at sub-structures and using
their coverage in the MT evaluation may suffer
from this problem.

One recent approach has been proposed by
Popovic̀ (Popovic, 2020; Popović, 2020). Her work
analyzed the differences between comprehensibil-
ity and adequacy in machine translation outputs.
The human annotations in her work are major and
minor errors in comprehensibility and adequacy on
words and phrases. These fine-grained annotations
are helpful for detailed translation error detection.
The focus of our work is different; we are going
to develop sentence-level MT evaluation through
simpler human and automatic evaluation schemes.

In this work, we suggest revisiting the
classification-based evaluation with fluency and
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adequacy, for absolute human and automatic evalu-
ation. DA-based human evaluation is beneficial in
demonstrating the correlation with automatic eval-
uation metrics. However, it is not very intuitive
in the evaluation of different kinds of translation
errors.

Our work is also related to some studies using
semantic equivalence and contradiction. BLEURT
(Sellam et al., 2020) employed NLI in its pre-
training phase. NLI includes contradiction identifi-
cation, which should also contribute to the MT eval-
uation. BLEURT has revealed its advantage in the
example shown in Table 1. Kryściński et al. (2019)
proposed a weakly-supervised method for training
an abstractive summarization model using adver-
sarial summaries to improve the factual consistency
between a source document and a summary. They
also focused on an NLI-like semantic classification
for their adversarial training. Classification-based
automatic MT evaluation models can be trained
similarly, using related and adversarial data.

3 Critical Translation Errors

The main focus of this work is to penalize critical
errors in translation hypotheses that cause serious
misunderstanding. This kind of translation errors
must be avoided, as well as possible.

Suppose we have some translation hypotheses
with their reference, The Pleiades cluster is situ-
ated 445 light-years from Earth5. The translation
hypotheses are artificial ones with some adversar-
ial edits over the reference, as shown in the second
column of Table 1. The hypothesis hyp1 is a para-
phrase, hyp2 and hyp3 have errors on “light-years”,
hyp4 has a wrong negation, hyp5 to hyp7 have
errors on named entities, hyp8 is a shuffled word
sentence, and hyp9 would come from a completely
different sentence; the hypotheses have non-trivial
problems except hyp1.

We put automatic evaluation scores in the ta-
ble using BLEU-46, chrF7, BERTScore8, and
BLEURT9. hyp9 is correctly penalized by all the

5This example is taken from the Metrics dataset of WMT
2017.

6sacrebleu fingerprint: BLEU+case.lc+numrefs.1+smooth.
exp+tok.13a+version.1.4.8

7sacrebleu fingerprint: chrF2+case.lc+numchars.6+numref
s.1+space.False+version.1.4.8

8Authors’ implementation https://github.com/
Tiiiger/bert_score with fingerprint: roberta-large
L17 no-idf version=0.3.2(hug trans=2.8.0)-rescaled

9Authors’ implementation https://github.com/
google-research/bleurt

metrics, but the other results are mixed. BLEU-
4 penalizes hyp1 and hyp3 more than the others.
chrF and BERTScore penalize hyp3. BLEURT pe-
nalizes hyp4 and gives lower scores on hyp2 and
hyp5-7 than BERTScore. BLEU-4, BERTScore,
and BLEURT penalize hyp8, while chrF gives the
same score on it as hyp3. Here, we would regard
hyp4, hyp8, and hyp9 as bad translations. However,
we cannot identify the other erroneous translation
just using the automatic scores. These observa-
tions suggest that current evaluation metrics do
not always capture these critical translation errors
by one or two wrong word choices. Recent NMT
sometimes generates translations competitive with
human translators, so they should be evaluated as
same as human translations in practice.

On the other hand, MT sometimes generates
incomprehensible sentences with various kind of
errors, even though NMT works much better than
conventional statistical MT, especially in fluency.
Such incomprehensible translations are also very
problematic as well as content errors in easy-to-
understand and fluent translations.

However, it is not easy to penalize both of them
in a single evaluation criterion. Existing automatic
evaluation methods often fail to penalize content
errors, although they work well for incomprehen-
sible and unrelated sentences, as revealed by the
adversarial examples in Table 1. In this work, we
aim to differentiate these errors motivated by the
conventional evaluation dimensions of fluency and
adequacy (LDC, 2005).

4 Human Evaluation Corpus

We have developed a new human evaluation corpus
from the viewpoints of fluency and adequacy. The
evaluation corpus is available at GitHub10 under
CC BY-NC-SA 4.011. In this section, we present
the details of the corpus. Here, the human eval-
uation is designed in monolingual way; an MT
hypothesis is evaluated against only its reference,
supposing the reference is semantically equivalent
to the source language input.

We made a contract with a linguistic data de-
velopment company to conduct the human evalua-
tion12 with three annotators who are native speaker

10https://github.com/ksudoh/
wmt15-17-humaneval

11https://creativecommons.org/licenses/
by-nc-sa/4.0/

12The human evaluation was conducted without formal
ethical review.
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ID Hypothesis BLEU-4 chrF BERTScore BLEURT
ref The Pleiades cluster is situated 445 light-years

from Earth.
1.0 1.0 1.000 0.940

hyp1 The Pleiades cluster is situated 445 light-years
far from Earth.

0.423 0.8 0.932 0.800

hyp2 The Pleiades cluster is situated 445 years from
Earth.

0.658 0.8 0.854 0.670

hyp3 The Pleiades cluster is situated 445 light from
the Earth.

0.336 0.6 0.617 0.698

hyp4 The Pleiades cluster is not situated 445 light-
years from Earth.

0.702 0.9 0.892 0.028

hyp5 The Pleiades cluster is situated 345 light-years
from Earth.

0.658 0.9 0.946 0.709

hyp6 The Pleiades cluster is situated 445 light-years
from Mars.

0.783 0.9 0.909 0.640

hyp7 The Hyades cluster is situated 445 light-years
from Earth.

0.783 0.9 0.891 0.556

hyp8 Is Earth from Pleiades the light-years situated
cluster 445.

0.071 0.6 0.393 -0.659

hyp9 Turn off the light for saving the Earth. 0.085 0.2 0.039 -1.55

Table 1: Examples of automatic MT evaluation on adversarial examples. Underlines and strikethroughs represent
differences from the reference.

of English and had work experiences of translation
into English. We provide a set of English sentence
pairs to the annotators: translation hypotheses and
the corresponding references. No specific train-
ing was conducted before the evaluation. The an-
notators can ask questions to a moderator in the
company, and the moderator asked them to the first
author. The annotators conducted the evaluation
independently, referring to the evaluation criteria
below.

4.1 Dataset

We chose the WMT 2015-2017 Metrics datasets
to give additional annotations. The MT results
in the dataset and the corresponding human DA
scores have been used in many existing automatic
MT evaluation studies. The total number of pairs
of hypothesis and reference sentences was 9,280,
consisting of 2,000 pairs from WMT 2015, 3,360
pairs from WMT 2016, and 3,920 pairs from WMT
2017 datasets.

4.2 Evaluation Criteria

We propose the following evaluation criteria in flu-
ency and adequacy, shown in Tables 2 and 3, re-
spectively.

4.2.1 Fluency

The fluency criteria in Table 2 extend conventional
ones by LDC (2005), with a comprehension view-
point in the lower range. The lowest judgment In-
comprehensible corresponds to LDC’s fluency cri-
terion “1: Incomprehensible,” but is not limited to
disfluency problems. The category Poor means the
difficulty of comprehension. The other categories
are defined mainly from a fluency viewpoint.

When a sentence is incomprehensible such as
hyp8 in Table 1, we cannot evaluate its contents in
the adequacy evaluation. On the other hand, hyp9
is not related to the reference and should be judged
as a critical error in adequacy, even though it is
easy-to-understand and looks fluent. These criteria
were also motivated by the acceptability criteria
(Goto et al., 2011). By the acceptability criteria, a
hypothesis that lacks important information (i.e., its
adequacy is not 5 in the five-point scale) is always
judged as the worst, and better labels are given
according to grammatical correctness and fluency.

4.2.2 Adequacy

Our adequacy criteria in Table 3 are different from
the conventional ones (LDC, 2005) that focused on
the amount of important information. We defined
the adequacy of a translation hypothesis focusing
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Category Explanation
Incompre-
hensible
(F)

The sentence is not comprehensi-
ble.

Poor (D) Some contents are not easy
to understand by typographi-
cal/grammatical errors and prob-
lematic expressions

Fair (B) All the contents are easy to under-
stand in spite of some typograph-
ical/grammatical errors

Good (A) All the contents are easy to under-
stand and free from grammatical
errors, but some expressions are
not very fluent

Excellent
(S)

All the contents are easy to un-
derstand, and all the expressions
are flawless

Table 2: Evaluation criteria in Fluency. Labels in paren-
theses are the ones used in the evaluation corpus.

on the delivery of the correct information, based on
the discussion in section 3. Our criteria put more fo-
cus on possible misunderstanding by a translation
hypothesis; we consider a translation may cause
serious misunderstanding even if most parts of the
translations are correct.

First, we use the category Incomprehensible for
such hypotheses that are also classified into Incom-
prehensible in fluency. Then, we divide critical
content errors into three types: Unrelated, Con-
tradiction, and Serious. Unrelated indicates the
unrelatedness, as shown by hyp9 in Table 1. It is
expected to appear in poor translations in a very
low-resourced condition. The category Contradic-
tion indicates the contradiction with the reference,
such as a negation flip at hyp4 and a number error
at hyp5 in Table 1. This label was motivated by
the task of natural language inference (NLI), which
has also been used for the pre-training of MT eval-
uation (Sellam et al., 2020). The category Serious
covers the other kind of serious content errors such
as hyp6, and hyp7 in Table 1. These hypotheses
deliver somewhat related but different information
compared to the reference. The intermediate cate-
gories Fair and Good are used for major and minor
errors, respectively.

Category Explanation
Incompre-
hensible
(N)

The contents cannot be under-
stood due to fluency and compre-
hension issues, so the hypothesis
is not eligible for the adequacy
evaluation.

Un-
related
(O)

The hypothesis delivers informa-
tion that is not related to the ref-
erence

Contra-
diction
(C)

The hypothesis delivers informa-
tion that contradicts the refer-
ence

Serious
(F)

The hypothesis delivers informa-
tion that may cause serious mis-
understanding due to some con-
tent errors but does not contradict
the reference

Fair (B) The hypothesis has some prob-
lems in its contents but does not
cause a serious misunderstanding

Good (A) The hypothesis has some minor
problems in its contents that do
not make a misunderstanding

Excellent
(S)

The hypothesis delivers informa-
tion equivalent to the reference.

Table 3: Evaluation criteria in Adequacy. Labels in
parentheses are the ones used in the evaluation corpus.

4.3 Analyses

We conducted some analyses on the human evalu-
ation corpus mainly in the differences among the
three annotators.

4.3.1 Annotation Bias
We analyzed annotation differences among the
three annotators (named A, B, and C), especially
their labeling biases. Tables 4 and 5 show the an-
notation distributions for the three annotators on
fluency and adequacy, respectively. We can see
some differences among the annotators; for exam-
ple, annotator B was very strict for using the best
category Excellent in both dimensions, and anno-
tator C gave more bad labels (Contradiction and
Serious) than the others.

On average, the translation hypotheses in the
WMT Metrics dataset for 2015-2017 still include
many translation errors. The error tendency would
be different on newer data consisting of many re-
cent neural MT results. It is worth investigating
recent MT results in future studies.
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Fluency A B C Ave.
Incomprehensible 0.098 0.099 0.111 0.103
Poor 0.167 0.220 0.181 0.189
Fair 0.356 0.406 0.222 0.328
Good 0.124 0.240 0.219 0.195
Excellent 0.254 0.035 0.266 0.185

Table 4: Annotation distributions for the three annota-
tors (fluency).

Adequacy A B C Ave.
Incomprehensible 0.098 0.099 0.098 0.098
Unrelated 0.004 0.001 0.011 0.005
Contradiction 0.009 0.019 0.086 0.038
Serious 0.205 0.187 0.311 0.234
Fair 0.374 0.343 0.146 0.288
Good 0.233 0.296 0.271 0.267
Excellent 0.076 0.005 0.076 0.069

Table 5: Annotation distributions for the three annota-
tors (adequacy).

4.3.2 Comparison with Human Direct
Assessment Scores

We compared our human evaluation labels with the
human DA scores (standardized z-scores) given in
the WMT Metrics data. Tables 6 and 7 show the
mean and standard deviation values of human DA
scores for each human evaluation label.

The human DA score ranges of the fluency and
adequacy labels had almost the same partial orders
among different annotators, although they still re-
flect the annotation bias shown in Tables 4 and
5; annotator B had a higher standard in fluency
evaluation than the others.

One important finding here is the differences
among the adequacy categories Incomprehensible,
Unrelated, Contradiction and Serious in Table 7.
The sentences with Unrelated were scored the
worst by the human DA. However, critical con-
tent errors suggested by the labels Contradiction
and Serious were penalized less than the ones with
Incomprehensible and Unrelated. Such content er-
rors should also be identified as critical translation
errors in practice.

4.3.3 Inter-annotator Agreement
We also measured pairwise agreement among the
three annotators using the κ coefficient (Carletta,
1996) and label concordance rate. The results are
shown in Table 8. The inter-annotator agreement
was not high enough but κ values are also com-

parable to the previous studies on older WMT
datasets (Callison-Burch et al., 2007; Denkowski
and Lavie, 2010)13. The agreement in fluency was
lower than that in adequacy, especially on A-B and
B-C, due to very high fluency standard of the anno-
tator B. The agreement would improve with careful
pre-annotation training and more example-based
evaluation guidelines, because the annotators gave
us feedback about the difficulty in discrimination
among different categories.

5 Experiments

We conducted experiments using the evaluation
corpus, to investigate the performance of automatic
classification-based MT evaluation.

5.1 Experimental Setup
5.1.1 Data
Among the evaluation corpus, we reserved the
WMT 2017 portion (3,920 samples; 560 for each
language pair — cs-en, de-en, fi-en, lv-en, ru-en,
tr-en, and zh-en) for the test set, chose 536 samples
randomly for the development set, and used the
remained 4,824 samples for the training set.

We took agreements among the three different
annotators for the experiments by the following
heuristics.

• If two or three annotators gave the same label,
it was used as the agreement.

• If the annotators’ judgment were different
from each other, the worst label was used as
the agreement. The label order was Incompre-
hensible < Poor < Fair < Good < Excellent
for fluency and Contradiction < Serious < In-
comprehensible < Unrelated < Fair < Good
< Excellent for adequacy14.

Tables 9 and 10 show the label statistics on the
training, development, and test sets after applying
the heuristics.

5.1.2 Automatic Evaluation Method
We used a simple sentence-level automatic MT
evaluation framework, which takes hypothesis and
reference sentences as the input and predicts the
label. Since the task in the experiments was clas-
sification, the evaluation model was trained with

13Note that we had three annotators who evaluated all the
sentences.

14We used this heuristic order because of the importance of
content errors suggested by Contradiction and Serious.
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Fluency A B C
Incomprehensible -0.644 (0.371) -0.692 (0.356) -0.649 (0.378)
Poor -0.421 (0.408) -0.420 (0.399) -0.400 (0.418)
Fair -0.079 (0.478) 0.019 (0.474) -0.129 (0.449)
Good 0.165 (0.479) 0.408 (0.485) 0.122 (0.467)
Excellent 0.428 (0.524) 0.644 (0.465) 0.427 (0.521)

Table 6: Mean (standard deviation) of Direct Assessment scores for labels by the three annotators (fluency)

Adequacy A B C
Incomprehensible -0.646 (0.369) -0.692 (0.356) -0.662 (0.373)

Unrelated -0.990 (0.367) -0.926 (0.415) -0.963 (0.363)
Contradiction -0.370 (0.460) -0.366 (0.468) -0.200 (0.501)

Serious -0.453 (0.438) -0.499 (0.425) -0.279 (0.473)
Fair -0.076 (0.435) -0.092 (0.417) -0.029 (0.414)

Good 0.417 (0.361) 0.414 (0.363) 0.347 (0.414)
Excellent 0.814 (0.278) 0.839 (0.294) 0.756 (0.327)

Table 7: Mean (standard deviation) of Direct Assessment scores for labels by the three annotators (adequacy)

Metric A-B A-C B-C

Fluency
κ 0.2860 0.3773 0.2489
r 0.4512 0.5113 0.4014

Adequacy
κ 0.3947 0.2684 0.2774
r 0.5459 0.5870 0.5752

Table 8: Inter-annotator agreement in κ coefficient and
label concordance rate (r) on our human evaluation cor-
pus. The fluency metric has five categories and the ad-
equacy metric has seven categories.

Fluency Training Dev. Test
Incomprehensible 545 74 282
Poor 992 96 602
Fair 1,655 196 1,341
Good 808 80 899
Excellent 824 90 796

Table 9: Label statistics of fluency dataset.

the classification objective, softmax cross-entropy
over the category distribution. We trained and used
independent models for fluency and adequacy.

We implemented the evaluator using Hugging-
Face Transformers15 and its pre-trained RoBERTa
model (roberta-large) (Liu et al., 2019). The
model was fine-tuned to predict a label through an
additional feed-forward layer taking the vector for
[CLS] token as the input, using a softmax cross-
entropy loss. Due to the label imbalance shown

15https://github.com/huggingface/
transformers

Adequacy Training Dev. Test
Incomprehensible 617 87 350

Unrelated 15 2 19
Contradiction 93 6 40

Serious 1,161 108 717
Fair 1,433 162 1,441

Good 1,208 143 1,165
Excellent 297 28 188

Table 10: Label statistics of adequacy dataset.

in Tables 9 and 10, we applied a sample-wise loss
scaling with weights that were inversely propor-
tional to the number of training instances with the
labels. A label weight for a category c was defined
as:

wc =

√
maxc′∈C countc′

countc
, (1)

where C is a set of categories.
We employed the Adam optimizer (Kingma and

Ba, 2015) and continued the training for 30 epochs
with the initial learning rate of 1e-5. We tried dif-
ferent minibatch sizes (4, 8, 16) and dropout rates
in the additional feed-forward layer (0.1, 0.3, 0.5,
0.75)16, and used the ones resulting in the best clas-
sification accuracy on the development set: 4 and
0.75 for fluency, 8 and 0.5 for adequacy, respec-
tively.

16The dropout rate in RoBERTa was kept unchanged from
its default value of 0.1. We also tried to increase it in the pilot
test, but that resulted worse.
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ref\pred Inc. Poor Fair Good Exc.
Incomprehensible 206 45 22 8 1

Poor 45 266 250 43 4
Fair 15 134 782 358 52

Good 2 11 187 560 139
Excellent 0 2 35 306 453

Table 11: Confusion matrix in fluency prediction. The
bold numbers represent correct predictions. The over-
all classification accuracy was 0.578.

Fluency Precision Recall F1-score
Incomprehensible 0.769 0.730 0.749

Poor 0.581 0.438 0.499
Fair 0.613 0.583 0.598

Good 0.439 0.623 0.515
Excellent 0.698 0.569 0.627

Ave. 0.620 0.589 0.598

Table 12: Precision, recall, and F1-score in fluency pre-
diction.

5.2 Results

We show the statistics of the prediction results by a
confusion matrices and precision/recall/F1-scores.
Tables 11 and 12 are from the fluency prediction,
and Tables 13 and 14 are from the adequacy pre-
diction.

In the fluency prediction, the classification accu-
racy on the test set was 0.578 (2,267 correct pre-
dictions out of 3,920), and that on the training and
development sets was 0.999 and 0.647, respectively.
Most of the incorrect predictions were in adjacent
categories, and the fraction of serious misrecog-
nition in distant categories (Incomprehensible →
{Good, Fair}, Poor → Excellent, Good → Incom-
prehensible, and Excellent → {Incomprehensible,
Poor}) was not so large (0.43%; 17 out of 3,920).

The prediction performance in Table 12 suggests
the best and worst categories (Excellent and Incom-
prehensible) can be predicted more accurately than
the intermediate categories.

In the adequacy prediction, the classification ac-
curacy on the test set was 0.600 (2,351 correct pre-
dictions out of 3,920), and the results on the train-
ing and development sets were 0.998 and 0.632,
respectively. The prediction of less frequent cate-
gories (Unrelated and Contradiction) did not work
well despite the instance weighting in training. The
result suggests we should use more negative ex-
amples in training for more accurate predictions
on them. The prediction performance in Table 14
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Figure 1: Learning curves in classification accuracy
over training epochs.

suggests the hypotheses with Incomprehensible can
be identified more accurately than the others. Pre-
dictions of the other categories were still difficult.
However, 93.5% of the hypotheses with the pre-
dicted label Excellent were good translations la-
beled Excellent or Good (144 out of 154); this
finding would be beneficial in practice. The most
serious confusion in this result was between Seri-
ous (critical) and Fair (okay). More fine-grained
discrimination is needed to judge them.

Figure 1 (a) and (b) show the learning curves.
The training set accuracy was almost saturated
around 20 training epochs, but the development
set accuracy was not stable until 30 epochs.

In summary, these experiments suggest our
classification-based MT evaluation with absolute
categories is promising, while we still need more
negative examples. More data collections, includ-
ing data augmentation, would be helpful, along
with a further investigation of prediction models.

6 Conclusions

In this paper, we present our approach to
classification-based human and automatic MT eval-
uation, focusing on critical translation errors in
MT outputs. We revisited the use of fluency and
adequacy metrics with some modifications on eval-
uation criteria, motivated by our thoughts on the
critical content errors.

We developed a human evaluation corpus based
on the criteria using the WMT Metrics dataset,
which will be publicly available upon publication.
Our corpus analyses revealed the human DA pe-
nalizes unrelated and incomprehensible hypotheses
much more than contradiction and other critical
errors in the content. We also conducted automatic
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r\p Inc. Unr. Con. Ser. Fair Good Exc.
Incomprehensible 224 0 0 83 38 4 1

Unrelated 0 1 0 13 5 0 0
Contradiction 0 0 8 9 13 10 0

Serious 37 0 8 385 242 45 0
Fair 29 0 13 237 878 274 10

Good 4 0 9 20 302 771 59
Excellent 0 0 0 1 6 97 84

Table 13: Confusion matrix in adequacy prediction. The bold numbers represent correct predictions. The overall
classification accuracy was 0.600.

Adequacy Precision Recall F1-score
Incomprehensible 0.762 0.640 0.696

Unrelated 1.000 0.053 0.100
Contradiction 0.211 0.200 0.205

Serious 0.515 0.537 0.526
Fair 0.592 0.609 0.600

Good 0.642 0.662 0.652
Excellent 0.545 0.447 0.491

Ave. 0.609 0.450 0.467

Table 14: Precision, recall, and F1-score in adequacy
prediction.

MT evaluation experiments using the human evalu-
ation corpus and achieved around 60% classifica-
tion accuracy both in fluency and adequacy.

Our future work includes further development
of human evaluation corpora that are not limited to
WMT Metrics data, and data augmentation meth-
ods to tackle the label imbalance problem. It is also
promising to apply the classification-based auto-
matic MT evaluation to the neural MT training.
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Abstract

We propose a method for evaluating the qual-
ity of generated text by asking evaluators to
count facts, and computing precision, recall, f-
score, and accuracy from the raw counts. We
believe this approach leads to a more objective
and easier to reproduce evaluation. We apply
this to the task of medical report summarisa-
tion, where measuring objective quality and ac-
curacy is of paramount importance.

1 Introduction

Natural Language Generation in the medical do-
main is notoriously hard because of the sensitivity
of the content and the potential harm of hallucina-
tions and inaccurate statements (Kryscinski et al.,
2020; Falke et al., 2019). This informs the human
evaluation of NLG systems, selecting accuracy and
overall quality of the generated text as the most
valuable aspects to be evaluated.

In this paper we carry out a human evaluation
of the quality of medical summaries of Clinical
Reports generated by state of the art (SOTA) text
summarisation models.

Our contributions are: (i) a re-purposed parallel
dataset of medical reports and summary descrip-
tions for training and evaluating, (ii) an approach
for a more objective human evaluation using counts,
and (iii) a human evaluation conducted on this
dataset using the approach proposed.

2 Related Work

A recent study by Celikyilmaz et al. (2020) gives
a comprehensive view on different approaches to
text summary evaluation. While many of these can
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be wholly or partly translated between different
domains, the medical domain remains particularly
problematic due to the sensitive nature of its data.
Moen et al. (2014) and Moen et al. (2016) try to
establish if there is a correlation between automatic
and human evaluations of clinical summaries. A
4-point and 2-point Likert scales are used for the
human evaluation. In Goldstein et al. (2017) the
authors generate free-text summary letters from
the data of 31 different patients and compare them
to the respective original physician-composed dis-
charge letters, measuring relative completeness,
quantifying missed data items, readability, and
functional performance.

Closest to our approach is the Pyramid method
by Nenkova et al. (2007), which defines seman-
tically motivated, sub-sentential units (Summary
Content Units) for annotators to extract in each ref-
erence summary. SCUs are weighed according to
how often they appear in the multiple references
and then compared with the SCUs extracted in
the hypothesis to compute precision, recall, and
f-score.

3 Data

The MTSamples dataset comprises 5,000 sample
medical transcription reports from a wide variety
of specialities uploaded to a community platform
website1. The dataset has been used in past medical
NLP research (Chen et al., 2011; Lewis et al., 2011;
Soysal et al., 2017) including as a Kaggle dataset2.

There are 40 medical specialties in the dataset,
such as ‘Surgery’, ‘Consult - History and Phy.’,
and ‘Cardiovascular / Pulmonary’. Each specialty

1https://mtsamples.com
2https://www.kaggle.com/tboyle10/

medicaltranscriptions
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contains a number of sample reports ranging from
6 to 1103.

The reports are free text with headings, which
change according to the specialty. However, all re-
ports also have a description field, which is a good
approximation of a summary of the report. The
length of each report varies greatly according to
the specialty, with an average of 589 words for the
body of the report, and 21 words for the description.
Figure 1 shows an example of MTSamples reports,
inclusive of description.

Figure 1: An MTSamples clinical report of specialty
‘Diets and Nutritions’. Note the reference Description
at the bottom.

Given the brevity of some descriptions, we
discard reports with descriptions shorter than 12
words and consider a dataset of 3242 reports. By
examining the dataset, we note that descriptions
are mostly extractive in nature, meaning they are
phrases or entire sentences taken from the report.
To quantify this we compute n-gram overlap with
Rouge-1 (unigram) and Rouge-L (longest common
n-gram) (Lin, 2004) precision scores, which are
0.989 and 0.939 respectively.

We split the dataset into 2 576 reports for train-
ing (80%), 323 for development (10%) and 343
for testing (10%). We perform the split separately
for each medical specialty to ensure they are ade-

quately represented and then aggregate the data.
The dataset, models, and evaluation results can

be found on Github3.

4 Experimental Setup

For our experiment, we consider one baseline and
three SOTA automatic summarisation models (ex-
tractive, abstractive, and fine-tuned on our training
set respectively). More specifically:

• Lead–3 — this is our baseline. Following
Zhang et al. (2018), this model selects the first
three sentences of the clinical report as the
description;

• Bert–Ext — the unsupervised extractive
model by Miller (2019) 4;

• Pegasus–CNN — an abstractive model by
Zhang et al. (2019) trained on the CNN/Daily
mail dataset and used as is;

• Bart–Med — an abstractive model by Lewis
et al. (2020), which we fine-tune on our MT-
Samples training set.

We generate descriptions with these 4 models
using the entire clinical report text as input.

5 Human Evaluation Protocol

We select 10 clinical reports and summary descrip-
tions from our MTSamples test set. Our subjects
are three general practice physicians. They are em-
ployed at Babylon Health and have experience in
AI research evaluation. The task is implemented
with the Heartex Annotation Platform5, which lets
researchers define tasks in an XML language and
specify the number of annotators. It then generates
each individual task and collates the results.

The task involves (i) reading the clinical report,
(ii) reading the reference description (supplied by
the dataset, see Figure 1), (iii) then evaluating 4
generated descriptions by answering 5 questions
(for a total of 40 generated descriptions). We ask
the evaluators to count the “medical facts” in each
generated description and to compare them against
those in the reference. Initially, we considered list-
ing the types of facts to be extracted, as done by
Thomson and Reiter (2020), but the sheer diversity
in the structure and content across the specialties

3https://github.com/babylonhealth/
medical-note-summarisation

4https://pypi.org/project/
bert-extractive-summarizer/

5https://www.heartex.ai/
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in our dataset made this approach impractical. In-
stead, we give evaluators instructions containing
two examples and ask them to extrapolate a process
for fact extraction. Figure 2 shows the instructions
we give them.

The evaluation consists of reading a clinical
report and a number of short descriptions,
then quantifying how many “medical facts”
were correctly reported. We understand that
the definition of a “medical fact” is vague,
and so it’s up to your interpretation. As an
example, in the following description:
2-year-old female who comes in for
just rechecking her weight, her
breathing status, and her diet.

There are (arguably) 4 facts:
• 2 year old female
• coming to recheck her weight
• coming to recheck her breathing status
• coming to recheck her diet

Here’s another example:
The patient had a syncopal episode
last night. She did not have any
residual deficit. She had a headache
at that time. She denies chest pains
or palpitations.

Here there are (arguably) 5 facts:
• had a syncopal episode last night
• no residual deficit
• headache
• no chest pains
• no palpitations

Figure 2: Instructions to evaluators.

The evaluators are asked to read the clinical re-
port (as shown in Figure 1), then to analyse the
reference description by reporting the number of
facts. To aid them in the task, they can optionally
select the facts in the text using an in-built Hear-
tex feature. Next, they are shown four generated
descriptions (one per model) and asked to count
facts and answer 5 questions. Figure 3 shows the
reference, generated descriptions, and questions for
a given task, and gives an example annotation from
one of the evaluators. When answering question 3
(How many facts in G are correct?) they refer to
the clinical report as a ground truth.

Based on this set of questions, we gather the
following raw counts:

Figure 3: A completed task. Real Description is the
reference.

• R: facts in the reference description
• G: facts in the generated description
• R&G: facts in common
• C: correct facts in the generated description

We use these raw counts to compute four derived
metrics:

• Precision, calculated as R&G
G

• Recall, calculated as R&G
R

• F-Score, calculated as 2 · Precision·Recall
Precision+Recall

• Accuracy, calculated as C
G

For Coherence, we take Chen et al. (2020) and
Juraska et al. (2019) definition: “whether the gen-
erated text is grammatically correct and fluent, re-
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Model Metric Eval 1 Eval 2 Eval 3 Avg

L
ea

d-
3

Precision 0.42 0.43 0.46 0.44
Recall 0.64 0.60 0.73 0.66

F-Score 0.49 0.45 0.51 0.48
Accuracy 1.0 1.0 1.0 1.0
Coherence 0.95 0.95 0.90 0.93

B
er

t-
E

xt

Precision 0.58 0.48 0.48 0.51
Recall 0.62 0.61 0.60 0.61

F-Score 0.59 0.52 0.51 0.54
Accuracy 1.0 1.0 1.0 1.0
Coherence 1.0 0.95 1.0 0.98

Pe
ga

su
s-

C
N

N Precision 0.29 0.36 0.31 0.32
Recall 0.43 0.50 0.50 0.47

F-Score 0.34 0.40 0.36 0.37
Accuracy 0.97 0.97 0.98 0.97
Coherence 1.0 1.0 0.95 0.98

B
ar

t-
M

ed

Precision 0.65 0.58 0.55 0.59
Recall 1.0 0.96 0.97 0.98
F-score 0.77 0.70 0.68 0.72

Accuracy 1.0 1.0 1.0 1.0
Coherence 1.0 0.75 0.95 0.90

Table 1: Derived metrics for each model and each eval-
uator, aggregated across tasks.

gardless of factual correctness” and ask evaluators
to choose between three options (Coherent, Minor
Errors, Major Errors) and convert these into contin-
uous numbers with Coherent = 1.0, Minor Errors =
0.5, and Major Errors = 0.0.

6 Results and Discussion

Table 1 shows the results for all derived metrics,
calculated on the raw counts from the evaluators.
Expectedly, Bart-Med, the model trained on the
MTSamples training set, scores highest in all met-
rics (except Coherence).

Interestingly, all four models score almost-
perfect accuracy, meaning they don’t hallucinate
medical facts. This is not a surprise for Lead-3 and
Bert-Ext, which are extractive in nature. As for
Pegasus-CNN and Bart-Med, while the models are
abstractive, we notice they tend to mostly select and
copy phrases or entire sentences from the source
report. The only hallucination the evaluators found
is a numerical error, reported by Pegasus-CNN in
the following generated description:
Patient’s weight has dropped from 201
pounds to 201 pounds. She has lost a
total of 24 pounds in the past month.

Whereas, the source report states:

Metric E1–E2–E3 E1–E2 E1–E3 E2–E3

R
aw

C
ou

nt
s R facts 0.25 0.44 0.27 0.01

G facts 0.33 0.50 0.26 0.12
G&R facts 0.55 0.74 0.50 0.40
G acc facts 0.34 0.51 0.27 0.13
Coherence 0.40 0.14 0.56 0.49

D
er

.M
et

ri
cs Precision 0.87 0.84 0.88 0.88

Recall 0.90 0.93 0.89 0.89
F-Score 0.89 0.88 0.91 0.87

Accuracy 0.87 0.79 0.96 0.84

Table 2: Krippendorff Alpha for each metric, where R
is reference, G the generated description, G acc facts
the count of accurate facts in the generated description,
E1-E2-E3 the agreement of all three evaluators, and Ex-
Ey the agreement between Evaluator x and Evaluator y.

Weight today is 201 pounds, which is
down 3 pounds in the past month. She
has lost a total of 24 pounds.

6.1 Agreement

To validate the human evaluation task, we compute
inter-annotator agreement for each derived metric,
as well as on the raw counts. We use Krippendorff
Alpha (Hayes and Krippendorff, 2007) as we are
dealing with continuous values. Table 2 includes
overall agreement and a breakdown for each pair
of evaluators.

Looking at the E1-E2-E3 column, we note a
clear divide between the low agreement on raw
counts and the high agreement on the derived met-
rics. We investigate this by comparing the facts
selected by each annotator and notice a degree of
variability in the level of granularity they employed.
Consider the description:

An 83-year-old diabetic female presents
today stating that she would like dia-
betic foot care.

Table 3 shows the facts selected by the three
evaluators.

We compute pairwise agreement in Table 2 and
notice that two of the evaluators (E1 and E2) share
a similar (more granular) approach to fact selection,
whereas E3 is less granular.

We also investigate the low agreement for Co-
herence and discover that it’s due to a strong im-
balance of the three classes (Coherent, Minor Er-
rors, and Major Errors) where Coherent appears
91.67% of cases, Minor Errors 6.67% and Major
Errors 1.67%. While this causes a low Krippen-
dorff Alpha, we count the number of times all three
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E Count Selected Facts

E1 2
- 83-year-old diabetic female
- would like diabetic foot care

E2 5

- 83-year-old
- diabetic
- female
- presents today
- would like diabetic foot care

E3 3

- 83-year-old female
- diabetic
- would like diabetic foot care

Table 3: Example of evaluators disagreement in fact
selection.

evaluators agree on a generated description being
Coherent and find it to be 82.5%.

Finally, for all derived metrics the agreement
scores are very high. This shows a robustness of
these metrics even with different granularity in fact
selection, and that the three evaluators agree on
the quality of a given generated description. In
other words, the evaluators agree on the quality of
the generated descriptions even though they don’t
agree on the way of selecting medical facts.

7 Future Work

In this paper we presented an evaluation of the qual-
ity of medical summaries using fact counting. The
results of this study help us to identify a number of
insights to guide our future work:

• We could work on better defining a medical
fact (as in Dušek and Kasner (2020)) and to
prompt agreement on the level of granularity,
for instance by instructing evaluators to split
a description into the highest number of facts
that are meaningful;

• Our evaluation focused on the quality of the
generated descriptions and did not evaluate
their usefulness in the medical setting. Such
extrinsic evaluation would be very valuable;

• We could compare our approach of fact count-
ing with the more common Likert scales.
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Abstract

Automatic summarisation has the potential to
aid physicians in streamlining clerical tasks
such as note taking. But it is notoriously diffi-
cult to evaluate these systems and demonstrate
that they are safe to be used in a clinical setting.
To circumvent this issue, we propose a semi-
automatic approach whereby physicians post-
edit generated notes before submitting them.
We conduct a preliminary study on the time
saving of automatically generated consultation
notes with post-editing. Our evaluators are
asked to listen to mock consultations and to
post-edit three generated notes. We time this
and find that it is faster than writing the note
from scratch. We present insights and lessons
learnt from this experiment.

1 Introduction

In modern EHR (Electronic Health Records) sys-
tems, at the end of a medical consultation the physi-
cian is required to file a consultation note detailing
symptoms, examination, and treatment discussed.
This is a pain point for physicians, who, according
to a US study in 2017-2018 (Arndt et al., 2017)
spend up to 44.2% of their time on clerical tasks,
and this is a major contributor to physician burnout
(Medscape, 2018).

A number of recent studies (Kazi and Kahanda,
2019; Molenaar et al., 2020; Krishna et al., 2020)
propose to use summarisation systems to automati-
cally generate the consultation note from the tran-
script of the consultation. Yet there is limited work
on how to properly evaluate such a system so that
it may be used in the clinical setting. Intrinsic
evaluation metrics through Likert scales or ranking
methods may help select the best model, but they

∗Equal contribution

don’t ensure the model will never hallucinate in-
formation or miss key items when generating the
consultation note.

In this study we propose to evaluate generated
consultation notes with an extrinsic measure based
on post-editing time. We ask our evaluators (pri-
mary healthcare physicians) to listen to a consulta-
tion, write a consultation note, and post-edit a num-
ber of generated notes. We then compare the tim-
ings of each task to determine whether post-editing
a note is faster than writing one from scratch.

We focus on post-editing time because (i) it’s
simple to measure, and (ii) it provides a gate for
adoption of the technology (i.e. post-editing a note
should be faster than writing it from scratch). There
are other extrinsic metrics which we intend to in-
vestigate in the future, such as patient satisfaction,
doctor cognitive load, doctor-patient engagement,
and usefulness for the next doctor accessing the
note.

2 Related Work

Post-editing has a long history in Machine Transla-
tion (MT) (Chander, 1994; Carl et al., 2015; Gra-
ham et al., 2017; Koponen, 2016; De Sousa et al.,
2011), with a number of production systems and
tools using a semi-automatic approach to fix er-
rors and check the output of the system before it is
shown to the users (Dowling et al., 2016; Aziz and
Specia, 2012).

Outside of MT, Sripada et al. (2005) carry out a
study on post-editing an NLG system for generat-
ing weather forecast from data.

As an evaluation metric, Allman et al. (2012)
define Productivity as “the quantity of text an expe-
rienced translator could translate in a given period
of time [compared] with the quantity of text gen-
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erated by [the system] that the same person could
edit in the given time.”

To the best of our knowledge, post-editing is not
widely used in document summarisation. We specu-
late this is partly because a post-editor of document
summaries would need to read the entire document
in order to accurately post-edit the summary, and
this may minimise the benefit of having a gener-
ated summary compared to writing it from scratch.
This is not the case, however, with consultation
note generation, whereby the physician in charge
of writing the note is the same physician who has
conducted the consultation. Here post-editing may
be very valuable in saving physician time.

3 Data

We partner with a UK healthcare provider, Babylon
Health, which gives us access to a dataset of 800
proprietary consultation transcripts (automatically
transcribed) and notes. The consultations span var-
ious topics within primary healthcare and are 10
minutes long on average. The notes are written by
the physician who carried out the consultation and
are in patient-friendly format, meaning they are in
the same language the doctor used while talking to
the patient and don’t contain any abbreviations or
acronyms. Each note is made up of three sections:
History & Examination, Diagnosis, and Manage-
ment.

For our evaluation, we design a dataset of 57
mock consultations produced in a similar manner.
We ask five Babylon Health physicians working in
primary healthcare to act as doctors and a number
of lay people (employees at Babylon) to act as
patients. Participation is entirely voluntary and all
participants sign a consent form explaining what
the study would involve and the intended use of
the data produced. They are given the choice to
withdraw consent at any point.

We give each patient a case card, prepared by
a physician, that contains the condition they need
help with and a list of medical details and symp-
toms. We record the audio of each mock consulta-
tion and ask the doctor to write a patient-friendly
note as described above. Figure 1 shows a mock
patient-friendly note.

We then employ a transcription agency to tran-
scribe the recordings on an utterance level. Figure
2 shows a transcript snippet from the same consul-
tation.

For the evaluation reported here, we only use

HISTORY & EXAMINATION
You developed lower abdominal pain 2 days
ago. The pain came on gradually, is burning
in nature, constant and is worsening. You
have no bowel symptoms or pain on urination,
but have noticed a pink colour to your urine.
You have not noticed and blood in your urine.
You feel some nausea, but have not vomited.
You feel hot and sweaty. You are sexually
active with a long term partner. Your last
sexual health check-up was 6 months ago.
You last had unprotected sex 2 days ago. Your
last period was 2 weeks ago. You have no
other symptoms. You have no past medical
history, but use implanon for contraception.

DIAGNOSIS: Urinary Tract Infection. Must
rule out pregnancy

MANAGEMENT
Take a pregnancy test. Give urine sample for
a urine dip and to check for bacteria. Treat
with antibiotics. Regular paracetamol for
pain. Review in 1 - 2 days if no improve-
ment, or earlier if symptoms are worsening.

Figure 1: Mock consultation note written by a locum
doctor, from our evaluation dataset.

3 out of the 57 consultations; we are planning to
publish the whole dataset at a later stage.

4 Experimental Setup

We use the proprietary dataset of 800 consultations
to finetune two automatic summarisation models
based on BART (Lewis et al., 2020). We feed the
transcripts as inputs and the consultation notes as
outputs.

We then apply the models on the mock consulta-
tion dataset, using them to generate the History &
Examination section of the consultation note. For
our experiment, we consider the generated notes
from these two models (Model A, Model B) to-
gether with the original reference note (Ref). We
shuffle these for each task and tell the evaluators
that all three notes are generated.

The task is presented to the evaluators using
Heartex (Tkachenko et al., 2020), a configurable
annotation platform that allows us to customise the
design of the evaluation task.

Our evaluators are three primary healthcare
physicians. They are employed at Babylon Health
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[...]
Doctor: Hello? Good morning, Tim. Um,
how can I help you this morning?
Patient: Um, so I’m having some, some pain,
uh, in my tummy, like the lower part of my
tummy. Um and I’ve just been feeling, quite,
hot and sweaty.
Doctor: OK. Right, I’m sorry to hear that.
When, when did your symptoms all start?
Patient: About two days ago.
Doctor: OK. And whereabouts in your
tummy is the pain, exactly?
Patient: Uh, like below my belly button, it’s
like quite, sore when I press on it.
Doctor: OK. Did the pain come on quite
suddenly, or was it more gradual?
Patient: it hasn’t been, it’s more gradual and
it’s just, it is getting a bit worse now.
Doctor: OK, OK. And can you describe the
pain to me? [...]

Figure 2: Sample transcript from the mock dataset.

and have experience in AI research annotation. The
task we submit to them consists of the following
steps:

1. Listen to the audio of a mock consultation.
We let evaluators note down any key symp-
toms on a piece of paper as they would nor-
mally do during a consultation.

2. Write the History & Examination sections
of the consultation note (this is timed). Just
as they would in the clinical setting, after hav-
ing listened to a consultation recording we ask
them to write the first section of the consulta-
tion note. Figure 3 shows an example.

3. Post-edit three generated notes (this is
timed). The evaluators are presented with
the three generated notes (Model A, Model B,
Ref, in random order) for the given consulta-
tion and are asked to edit incorrect statements
and to add missing statements.

We then present a number of questions to eval-
uate the quality of the given note. Our crite-
ria are Correctness, Completeness (Goldstein
et al., 2017), and Coherence. We agreed these
criteria with the lead physician, who drafted
definitions and a scoring guidance for the eval-
uators (Figure 4). Figure 5 shows the ques-

Figure 3: Heartex Annotation interface for writing the
History&Examination section of the consultation note.

tions we ask for scoring these criteria and a
sample annotation.

We also ask evaluators to record their screen for
the duration of the task. We use these recordings to
calculate how long they took to write the note (step
2) and to edit each generated note (step 3). We use
the difference of these two timings as our extrinsic
measure to check whether editing a generated note
is faster than writing one from scratch.

5 Results and Discussion

For this experiment, we run our evaluation on 3 of
the 57 mock consultations. Table 2 gives a break-
down of the time it took to edit each note and write
one from scratch. Here are some observations:

• In almost all cases, post-editing an existing
note is faster than writing a note from scratch;

• As expected, post-editing the reference note
(written by the consulting physician) is in gen-
eral faster than post-editing the notes gener-
ated by either model. However, there are a
number of instances (across all evaluators)
where this isn’t the case;

• Note-taking style and length is very different
amongst physicians (Cohen et al., 2019), and
this can be seen in our results as well. Doctor
A tends to write shorter, terser notes and only
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Scoring Guidance

We are scoring the quality of the note based on:

Correctness: you will be asked to identify the number of incorrect statements in the note.

Completeness: you will be asked to identify the number of major and minor omissions from the
note. If an omission is negligible, please do not include it in the omission count. Here’s a description
of each omission type:

• Major = any edit that would be needed before the consultation notes are completed (if not
corrected, it would render the note unsatisfactory from a medico-legal and quality perspective)
e.g. features of chest pain

• Minor = any edit that would be preferable before the notes are completed (satisfied from a
medico-legal point of view but deficient from a quality point of view) e.g. alcohol, smoking hx

• Negligible = any edit if missed would not pose any issues but if included would improve the
quality of the notes (this is information that you may tend not to record but if you had more time,
you might record if you remember) e.g. medication hx which is already recorded elsewhere in
the record

Coherence: you will be asked if the note makes sense, regardless of the content.

Figure 4: Scoring guidance drafted by the lead physician.

Incorrect Major Omissions Minor omissions Coherence
Source Dr A Dr B Dr C Dr A Dr B Dr C Dr A Dr B Dr C Dr A Dr B Dr C
Ref 0.67 2 1.67 0.33 0.67 1 0.33 3 0.67 2 2 1.67
Model A 1.67 2.33 1.33 0.67 3.67 3.33 1 4.67 0 2 1 1
Model B 1.67 2.33 0.67 1.67 3.33 3.33 0.33 5 1 1.67 1.67 1.33

Table 1: Aggregated scores for each evaluator, each criterion, and each note. For a full breakdown along tasks,
please refer to Table A1 in the Appendices.

Task Eval Write Mod A Mod B Ref

1

Dr A 2:14 1:26 0:55 1:03
Dr B 4:02 4:30 4:16 2:44
Dr C 3:51 1:43 2:35 1:45

2

Dr A 4:02 0:38 1:04 0:50
Dr B 3:19 2:31 2:51 1:43
Dr C 2:26 1:10 1:16 0:42

3

Dr A 4:17 1:59 2:15 0:45
Dr B 4:21 4:04 3:32 4:17
Dr C 3:53 - - -

Table 2: A breakdown of the time taken by the evalua-
tors to write the note from scratch and post-edit each of
the generated notes (Mod A, Mod B, Ref). The timings
are in M:ss for minutes and seconds taken.

edits the generated notes when there are sub-
stantial issues. Doctor B on the other hand is
more meticulous and edits the generated notes
extensively. This is reflected in both their edit
times and their note scoring (see Table 1). We

report a detailed view of this disagreement in
Figure A1 in the Appendices;

• While it’s not feasible to compute correlation
between post-editing times and note scores
given our sample size, there does seem to be
a connection between the two: notes that are
scored as containing more omissions and/or
incorrect statements take longer to edit. For
example, both Dr. B’s aggregated scores (Ta-
ble 1) and edit timings (Table 2) are higher
than the other two doctors.

• In one instance, one physician was so frus-
trated by the quality of a specific generated
note that they decided to copy the note they
wrote from scratch and paste it instead of try-
ing to edit the generated one. This is why we
have missing values in Table 2;

• The first task each physician completed took
36 minutes on average, while subsequent tasks
were quicker (23 minutes on average).
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Figure 5: Heartex interface for scoring a generated
note.

After watching the recordings and collecting the
results, we asked the three evaluators for qualita-
tive feedback regarding the task, the annotation
platform, and the generated notes. Here are the key
insights we gathered:

• Unlike post-editing, scoring is hard and time-
consuming. This is partly due to the interface,
which currently doesn’t highlight the evalua-
tors’ edits on the generated note;

• Familiarity with the interface is key. We shad-
owed 2 of the 3 physicians through their first
few tasks, and that reduced confusion and
sped up their work. The physician we did
not shadow expressed more difficulty in the
evaluation task;

• Our evaluation setup — with physicians asked
to listen to a consultation before writing the
note — doesn’t exactly reproduce the reality
of the clinical setting, where they are actually
conducting the consultation;

• One physician expressed the worry that even
though post-editing a generated note might
take less time than writing a note from scratch,
it however requires a higher cognitive load.
This is because the physician needs to criti-
cally read, understand and evaluate the gener-
ated note in order to correct it.

• In our experiment, we always ask the evalua-
tors to first write a note from scratch, and then
post-edit the generated notes. This specific or-
der may bias our timings. The evaluators may
be faster in post-editing after having written
the note, or they may be slower if the gener-
ated note doesn’t follow their style of writing.
We plan to address this by shuffling the order
of these two tasks.

6 Future work

In this paper, we presented our preliminary eval-
uation study of consultation note generation with
post-editing. Based on the insights from this study,
we plan to:

• Extend the evaluation to the entire mock con-
sultation dataset and calculate agreement be-
tween the evaluators. It would also be in-
teresting to compute agreement between the
scores (Correctness, Completeness) and the
time taken to post-edit;

• Evaluate the usefulness of auto-generated
notes in a live clinical setting;

• Investigate and compare the cognitive load of
post-editing notes with that of writing them.

If the issues described in this paper are addressed,
we believe post-editing time can be a metric that
is both valuable for evaluating model performance
and relevant for use in production systems.

Finally, it is important to mention that while au-
tomation of medical note taking might help reduce
physician burnout and allow the doctors to spend
more time with the patients, there are ethical con-
siderations associated to the use of such a technol-
ogy. For example, time pressures or unwarranted
trust in an automated system could potentially re-
sult in doctors not properly reviewing and editing
the automated notes. Also, post-editing is a very
different cognitive task from writing a note from
scratch, and that might put extra strain on doctors’
already cognitively demanding workflows. In or-
der to mitigate the above concerns in a production
system, user experience design, system evaluation,
and clinician on-boarding and training are crucially
important.
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A Appendices

incorrect major omissions minor omissions coherence
Task & Source Dr A Dr B Dr C Dr A Dr B Dr C Dr A Dr B Dr C Dr A Dr B Dr C

1
ref 2 2 1 1 0 1 0 4 1 2 2 2
model A 1 2 1 0 3 4 2 6 0 2 1 2
model B 0 1 1 2 4 4 0 6 1 2 1 1

2
ref 0 2 3 0 1 0 0 3 0 2 2 1
model A 1 2 1 0 3 2 0 5 0 2 1 1
model B 2 1 1 0 3 2 1 5 0 2 2 1

3
ref 0 2 1 0 1 2 1 2 1 2 2 2
model A 3 3 2 2 5 4 1 3 0 2 1 0
model B 3 5 0 3 3 4 0 4 2 1 2 2

Table A1: Scores table.

Figure A1: Disagreement in editing and scoring a generated note. Red marks incorrect statements, orange major
omissions, and blue minor omissions.
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Abstract

We outline the Great Misalignment Problem
in natural language processing research, this
means simply that the problem definition is not
in line with the method proposed and the hu-
man evaluation is not in line with the definition
nor the method. We study this misalignment
problem by surveying 10 randomly sampled
papers published in ACL 2020 that report re-
sults with human evaluation. Our results show
that only one paper was fully in line in terms
of problem definition, method and evaluation.
Only two papers presented a human evaluation
that was in line with what was modeled in the
method. These results highlight that the Great
Misalignment Problem is a major one and it af-
fects the validity and reproducibility of results
obtained by a human evaluation.

1 Introduction

There has been a lot of academic discussion re-
cently about different evaluation methods used and
their validity (Novikova et al., 2017; Reiter, 2018;
Howcroft et al., 2020; van der Lee et al., 2019). Re-
producibility is an important problem in our field
of science and it is not currently archived in human
evaluation, as some researches have found that try-
ing to reproduce a human evaluation gives different
results (Hämäläinen et al., 2020; Mieskes et al.,
2019).

However important reproducibility is, we have
identified an even more severe problem in human
evaluation. We call this problem the Great Mis-
alignment Problem that is a mismatch between a
problem statement, a proposed model and a pro-
posed evaluation method.

It is typical in the field of NLP to work with
ill-defined problems. For instance, many machine
translation papers (Roest et al., 2020; Chen et al.,
2020; Talman et al., 2019) do not extensively de-
fine what they mean by translation, a topic that has

multiple definitions in translation studies (Hermans,
1985; Reiss, 1989; Lederer, 2003), but merely take
it for granted and focus on proposing systems that
achieve high scores in an automatic evaluation met-
ric such as BLEU (Papineni et al., 2002).

For as long as you work with a problem the so-
lution of which you can objectively measure by au-
tomated metrics, the role of a problem definition is
not that important. The situation changes, however,
when your main evaluation method is a subjective
human evaluation. The reason for this is simple:
only when you have defined the problem clearly,
can you derive the questions and methods for a
human evaluation (c.f. Alnajjar and Hämäläinen
2018; Jordanous 2012). When one does not have
a clear understanding of the problem one seeks to
solve, the evaluation is usually not representative
of the problem, thus they are misaligned.

The Great Misalignment Problem is not just
about the misalignment between the problem def-
inition and the evaluation, but also the proposed
solution, let it be rule-based, algorithmic or a ma-
chine learning model. We can often see that the
solution itself has very little to do with the human
evaluation methods used.

In this paper, we study the Great Misalign-
ment Problem (alignment of a problem definition,
method and human evaluation) by surveying papers
published in ACL 2020 that use human evaluation.
We focus on ACL since it is supposed to be the
most prestigious conference in the field. For cour-
tesy reasons, we anonymize the papers surveyed,
except Paper 3 (Mohankumar et al., 2020) which
was the only paper that did not exhibit the Great
Misalignment Problem. We do not want single any-
one out with our critique as that is not the goal of
our paper.
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Definition
Method in line
with the definition

Evaluation in line
with the definition

Evaluation in line
with the method

Evaluation in line
with the topic

Paper 1 Theoretical No No No No
Paper 2 Absent No No Yes Yes
Paper 3 ML Yes Yes Yes Yes
Paper 4 Absent No No No No
Paper 5 Absent No No No Yes
Paper 6 Absent No No No No
Paper 7 Math Yes No No No
Paper 8 Theoretical Yes No No Yes
Paper 9 Absent No No No No
Paper 10 Absent No No No No

Table 1: The Great Misalignment Problem in the papers surveyed.

2 Surveying the Great Misalignment
Problem

We filter all papers that have the words “human”
and “evaluat*” or “judge*” in their abstract. This
way, we can find papers mentioning human eval-
uation, human evaluators and so on. We include
all papers published in the ACL 20201 (excluding
workshops) in the search. We sort these papers (79
in total) at random and take the first 10 papers that
actually have used human evaluation, as some of
the papers mentioned human and evaluation, but
did not conduct a human evaluation. We did not
consider papers that suggested automated evalua-
tion metrics based on correlation with human evalu-
ation as their main contribution. Human evaluation
is most common in natural language generation as
8 out of 10 papers deal with NLG.

The papers, we considered for evaluation in
terms of human evaluation, presented automatic
evaluation metrics in addition to human evaluation.
For all the 10 papers, we looked at the following
questions:

• How is the problem defined and narrowed
down?

• Is the proposed method in line with the defini-
tion?

• Is the evaluation in line with the definition?
• Is the evaluation in line with what was mod-

eled by the method?
• Is the evaluation in line with the overall topic

of the paper?
As an example, if a paper proposes a model for

poem generation and does not define what is meant
by poem generation, we consider the definition to

1https://www.aclweb.org/anthology/events/acl-2020/

be absent. A simple statement of the topic is not
enough as there are nuances to poem generation
such as rhyme, meter, metaphors, symbolism, per-
sonification and so on. If a paper presents a more
narrowed-down definition and this definition is fol-
lowed in the method proposed, we consider the two
to be in line.

Evaluation is in line with the definition, if the
evaluation questions reflect the different aspects
that were defined important in the problem defini-
tion. For the evaluation to be in line with the model,
it should evaluate what the model was designed to
do. If for example, a poem generator model takes
meter and rhyme into account, but it is evaluated
based on fluency and poeticness, the method and
the evaluation are not in line. For them to be in line,
meter and rhyme should have been evaluated. The
evaluation can be in line with the overall topic of
the paper: for example, evaluating poeticness is in
line with poem generation.

The results of our survey can be seen in Table
1. As we can see, almost all papers had the Great
Misalignment Problem except for one paper, Paper
3. Unlike the rest of the papers surveyed, this par-
ticular paper did not try to solve an NLP problem
per se, but rather focused on studying the attention
models used in LSTM neural networks. Therefore
its problem definition, method and human evalu-
ation focused on the attention models rather than
any NLP problems.

Paper 7 presented a very explicit mathematical
statement for the problem they were to solve in
the paper. Although, this is very specific to the
implementation the authors had, it is still better
than a completely absent definition as seen in the
majority of papers that took an abstract level topic
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# of Samples N
Less than 20 1
100-500 5
500-1000 2
1000-1500 2

Table 2: Number of samples produced by the method
that were evaluated.

Judges per sample N
Not Given 2
1-3 2
4-5 3
6-10 2
Above 10 1

Table 3: Number of human evaluators used per sample
produced by the method.

for granted and solved it with some method.
Paper 1 and Paper 8 used an existing theory to

narrow down the topic. Paper 8 did this in a good
way, as their implementation followed exactly the
notions defined by the theory they used. However,
Paper 1 merely mentioned a theory for their defini-
tion, completely ignoring it in the implementation
of the method and in the evaluation.

Papers 2, 4-6 and 9-10 do not provide any defi-
nition for the problem they are trying to solve, but
rather take the definition for granted. Therefore
their evaluation cannot be in line with the defini-
tion either, as no definition was provided, but in
some cases the evaluation was at least in line with
the overall topic of the paper, although this was not
always the case.

Only Paper 3 had their evaluation in line with the
definition and only Paper 3 and Paper 2 had their
evaluation in line with what was modeled in the
method. This is very concerning, as it highlights
how little the evaluation questions used had to do
with what was actually done in the papers. On a
more positive note, Papers 2, 3, 5 and 8 at least
have their evaluation in line with the topic of the
paper, however this means that are 6 papers the
evaluation of which is not in line with the topic.

Table 2 show how many samples (different out-
puts by a system) were evaluated. We can see that
there is a lot of variety in this respect in the pa-
pers surveyed, but half of the papers have evaluated
from 100 to 500 samples. The situation gets even
more complicated when we look at the results re-
ported in Table 3. Here, we can see that there is a
lot of variety in how many human evaluators evalu-
ated each sample. Two of the papers did not report
this at all.

3 Discussion

A direct implication of the Great Misalignment
Problem is that the results of any human evaluation
cannot be reproducible as they are measuring some-
thing else than what was modeled in the proposed
solution. Therefore, any results obtained by the
human evaluation can only be due to some other
variable such as the data used in training, a bias in
the often too small evaluation sample or a bias in
the often too few evaluators.

Furthermore, many factors affect the quality of
the human evaluation. For instance, forcing the
evaluators to provide answers to questions that they
do not know how to answer without giving them the
possibility to skip such questions could introduce
noise in the evaluation data. On the contrary, some
unfaithful evaluators (scammers) might abuse such
an opportunity to finish the survey effortlessly and
in a short time by submitting valid answers, i.e. “I
do not know”.

Some surveying platforms support defining cri-
teria to discard scammers, such as test questions
or a minimum response time. Test questions are
greatly useful to enhance the quality of answers.
However, when used for evaluating subjective tasks
they would add a bias as evaluators must share the
same opinions of the authors or, else, they will be
rejected from continuing the survey. The minimum
response time is there to eliminate scammers who
answer promptly without even reading the ques-
tions.

Other similar criteria exist, e.g., language and
geographical restrictions that might aid in find-
ing competent evaluators, the ordering of samples
when presented side by side, and the bias of provid-
ing a single answer consistently to different ques-
tions (Veale and Alnajjar, 2015). This just to show
that many factors regarding the human evaluation
setup contribute massively to the quality of the
evaluation. There is no one fixed or correct way
to conduct all human evaluations, but researchers
in the field should consider such biases and aim
towards reducing them in addition to revealing the
full details of the evaluation setup and the intu-
ition behind it to the reader to allow reproducibility
of the scientific work. Unfortunately, none of the
papers surveyed described the human evaluation
conducted in a clear fashion, where different biases
or threats to the validity of the results would have
been made clear.

Our field is very often focused on gaining the
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state of the art performance from our models. How-
ever, when the human evaluation metrics used have
little to nothing to do with the problem or the
method, knowing what truly is the state of the art
becomes less clear. Each system, regardless of their
final evaluation score, will have a lot of advantages
and disadvantages that do not become evident if the
problem they are used to solve is ill-defined. This
leads to the problem that evaluation scores are the
only way of showcasing the superiority of your sys-
tem, no matter how unrelated the evaluation scores
were to the problem or to your method.

The problem that comes from not evaluating
what you have modeled in your method is that
you cannot say whether what you modeled actually
works as intended. This is especially problematic
in the case of NLG, which represents a majority
of papers surveyed. Nowadays generating good
sounding text is no longer an issue as very generic
models such as GPT-2 (Radford et al., 2019) can
be used to generate many different kinds of text.
This leads to the problem that if no clear definition
is provided, any method that spits out text will
satisfy the requirements, and if the evaluation does
not capture anything about how the method was
implemented, then it is impossible to tell whether
your system actually improved anything but the
very surface of the text.

In our own experiments (Hämäläinen and Alnaj-
jar, 2019a) with human evaluation, we have found
that questions that do not measure what has been
modeled make it very difficult to say what should
be improved in the system and how, although such
an evaluation makes the end results look impressive.
As Gervás (2017) puts it, any feature not modeled
in a generative system that happens to be in the
output can hardly be a merit of the system, but is in
the result due to mere serendipity. To complicate
the things, Veale (2016) points out that people are
willing to read more content into the output of a
system than what the system had planned.

To solve these problems, we decided to follow
an approach where we defined exactly what we
need our system to be able to produce in its output
(humorous headlines). In our first paper (Alnajjar
and Hämäläinen, 2018), we believed we had solved
the problem, only to realize in our follow-up paper
(Hämäläinen and Alnajjar, 2019c) that the human
evaluation results contradicted our own impression
of the output produced by the different systems.
As it turns out, the evaluation questions were too

abstract and left enough room for people to read
more into the output.

While our latest trial in solving the issue
has been using concrete evaluation questions
(Hämäläinen and Alnajjar, 2019b) that measure ex-
actly what the system was designed to do in order
to reduce subjectivity, such an evaluation practice
cannot be embraced if there is no alignment be-
tween the definition, solution and evaluation. No
matter how concrete the evaluation questions are
or how sound the evaluation method is in terms
of forming a good quantitative questionnaire, an
evaluation that neither evaluates the method nor the
problem can hardly be meaningful.

All in all, we have had good experiences when
conducting human evaluation in person by printing
out questionnaires and presenting them to people.
It is not at all difficult to find test subjects who are
willing to participate. This way, one can avoid the
problem of paid online questionnaires where the
motives and skills of the human evaluators is diffi-
cult to assess. Furthermore, conducting evaluation
this way, opens the evaluation up for criticism and
it is easy to get direct feedback from the partici-
pants on the test design and its difficulty.

4 Conclusions

In this paper, we have described a fundamental is-
sue in human evaluation in the field of NLP. Our
initial survey results show that the issue can be
found extensively in the papers published in our
field. The Great Misalignment Problem makes it
impossible to critically assess the advancements
in the field, as usually problems papers are trying
to solve, are not defined well enough to be thor-
oughly evaluated by human judges. In addition, if
the method proposed does not align well with the
problem nor the evaluation, any human evaluation
results can hardly be a merit of the method.

There are several uncontrolled variables involved
and based on our survey results, human evaluation
is not conducted in the same rigorous fashion as
in other fields dealing with human questionnaires
such as in social sciences (c.f. Babbie 2015) or
fields dealing with evaluation of computer systems
such as design science (c.f. Hevner et al. 2004).
There is a long way for our field to go from here
in order to establish more sound and reproducible
human evaluation practices.

Narrowing the problem definition down from an
abstract definition such as “poem generation” or
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“diverse dialog generation” not only helps in un-
derstanding the problem from the point of view
evaluation, but also makes it possible to ask more
meaningful questions while proposing a solution.
Such an ideology can be useful also in domains
where evaluation is conducted automatically in or-
der to critically assess the validity of the approach
and the evaluation method used.

The results presented in this paper are based on
only 10 papers published in ACL 2020. The sample
seems representative to the general feel of the state
of human evaluation in the field, but it is important
in the future to survey a larger sample of papers to
better understand the problem. While conducting
our survey, we also paid attention to other issues in
human evaluation such as the fact that the evalua-
tion methods are not usually adequately described
in terms of presentation of the evaluation questions
(many papers did not report the questions at all),
selection of human judges, task instructions and so
on. There were huge differences also in the number
of human judges from only 3 to 30 judges, and also
in the number of samples evaluated.

Our field does not have an established methodol-
ogy for human evaluation, but at the current stage,
the validity of many human evaluation methods
is questionable. This is problematic as our field
clearly has problems that rely on human evaluation.
We do not believe that removing human evaluation
altogether in favor of objective evaluation methods
is the optimal solution either, as automatic evalu-
ation metrics come with their own problems and
biases. In order to reach to better human evalua-
tion practices, a study of human evaluation itself is
needed. From our experiences with human evalua-
tion, we can say that it is certainly not a straight for-
ward problem due to a variety of different reasons,
the largest of them being subjective interpretation
and limited understanding the human evaluators
have of the evaluation task, questions and the ac-
tual output that is to be evaluated.
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Abstract
Dialogue systems like chatbots, and tasks like
question-answering (QA) have gained traction
in recent years; yet evaluating such systems re-
mains difficult. Reasons include the great vari-
ety in contexts and use cases for these systems
as well as the high cost of human evaluation.
In this paper, we focus on a specific type of dia-
logue systems: Time-Offset Interaction Appli-
cations (TOIAs) are intelligent, conversational
software that simulates face-to-face conversa-
tions between humans and pre-recorded hu-
man avatars. Under the constraint that a TOIA
is a single output system interacting with users
with different expectations, we identify two
challenges: first, how do we define a ‘good’ an-
swer? and second, what’s an appropriate met-
ric to use? We explore both challenges through
the creation of a novel dataset that identifies
multiple good answers to specific TOIA ques-
tions through the help of Amazon Mechanical
Turk workers. This ‘view from the crowd’ al-
lows us to study the variations of how TOIA
interrogators perceive its answers. Our contri-
butions include the annotated dataset that we
make publicly available and the proposal of
Success Rate @k as an evaluation metric that
is more appropriate than the traditional QA’s
and information retrieval’s metrics.

1 Introduction

Time-Offset Interaction Applications (TOIAs) (Art-
stein et al., 2015) are a sort of chatbot applications
that lie between Question Answering (QA) and In-
formation Retrieval (IR). They differ from QA in
that a TOIA’s task is not about demonstrating com-
prehension of a text span (Rajpurkar et al., 2016;
Reddy et al., 2019) but selecting a single (one-shot)
appropriate answer from a restricted set of answers,
a problem also known as Answer Retrieval (AR) or
retrieval-based dialogue (Boussaha et al., 2019).

Ideal TOIA interactions are expected to mirror a
dialogue with a real person, including all the pos-

Figure 1: Initial ten turns of a casual dialogue between
an interrogator and a TOIA avatar using our best per-
forming retrieval model.

sible directions it may take — which naturally has
great ramification on evaluation: when two people
meet and engage in casual conversation, questions
may range over different topics and depending on
the answer to a specific question, different con-
versational question-answer threads may unravel.
Also, not unexpected, different answers to a spe-
cific question can be acceptable and not cause a
change in the overall conversational flow. So, how
can we answer the question what is a ‘good’ (i.e.,

‘right’, ‘correct’ or ‘relevant’) answer?

We explore this question using a publicly avail-
able dataset that was manually annotated by its
avatar maker – the Margarita Dialogue Corpus
(MDC) (Chierici et al., 2020). The best performing
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IR model we could produce had a low Recall@1
– 24% on the development (dev) set and just be-
low 10% on the test set. When trying to interact
with this avatar, one would expect to get a wrong
answer about 1/4th of the times or less. However,
when chatting with the avatar using the best per-
forming model (Figure 1), we could see that the
system wasn’t so bad in entertaining and holding a
conversation. Hence we asked a ‘crowd’ of human
annotators to give their opinion, and we learned that
the task to define the correct answers isn’t straight-
forward, primarily due to misaligned expectations
about answer relevance. We explore a number of
metrics and single out Success Rate @k (SR@k)
as the most pertinent metric for optimizing TOIAs.
Our contributions include the annotated dataset that
we make publicly available, and the introduction
of SR@k as the best metric for evaluating TOAIs.

We present previous work on TOIAs and related
datasets in Section 2. Sections 3, 4, and 5 introduce
the corpus, retrieval models, and annotation pro-
cess we used, respectively. We present our results
and analysis in Section 6, and discuss further in
Section 7. In Section 8, we share how to apply this
work’s conclusions to develop better avatars.

2 Related Work

We present a number of recent TOIAs, and data sets
relevant for their study and development. While
most of the related work focuses on large corpora,
working with small datasets and addressing eval-
uation issues of TOIAs are interesting, practical
problems both for the IR (what is ‘relevant’?) and
the NLP communities (transfer learning and low
resources corpora).

2.1 Recent TOIAs

TOIAs have applications in a number of practical
scenarios. For example, they are used for keeping
historical memories (Traum et al., 2015b), job inter-
view practice for young adults with developmental
disabilities,1 and building digital humans across dif-
ferent industries.2,3 The most recent TOIAs involve
significant production costs, they are mainly used
as museum attractions or training prototypes for
the army, and they require recording about 2,000
answers for building an avatar (Nishiyama et al.,
2016; Jones, 2005). While these works focus more

1https://ict.usc.edu/prototypes/vita/
2www.soulmachines.com
3www.storyfile.com

on the overall system architecture, components and
the avatar creation methodologies, their evaluation
has seldom been addressed. Furthermore, research
into time-offset interactions needs to generalize
and streamline the avatar development process. A
first attempt made by Abu Ali et al. (2018) goes
towards this direction and includes the possibility
to chat with the avatars in different languages. We
develop our TOIA using their open-sourced archi-
tecture. Building and democratizing access to this
technology is an interesting problem, and defining
the right evaluation setup is a critical step forward.

2.2 The Evaluation Problem

Traum et al. (2015a) report that their TOIA gives
relevant direct answers to 60-66% of user utter-
ances, and that seems to be good enough from
“informal impressions from current testing at a mu-
seum.” However, we don’t have to date a rigorous
study about how multiple users of TOIAs evaluate
such interactions. Regarding the evaluation task
in adjacent fields such as IR and QA, this is often
criticized and remains an open problem (Liu et al.,
2016). IR systems focus on the relevance of a set
of documents retrieved and ‘relevance’ itself is a
notion not exempt from criticism (Manning et al.,
2008). The evaluation metrics mostly reported are
the Mean Average Precision (MAP) and the Mean
Reciprocal Rank (MRR). Applying these metrics
to question-answer (q-a) retrieval makes it difficult
to compare systems. In the context of TOIAs, we
only care about the single retrieved answer as the
most relevant. Moreover, MAP and MRR are influ-
enced by how many relevant q-a pairs exist or are
retrieved by the system (more on this in Section 7)
so it’s difficult to compare results across different
datasets or annotation methodologies of the same
dataset. Other metrics like Recall@k also depend
on the number of relevant q-a pairs. For example
Lowe et al. (2015) report Recall@k by picking the
right answer and 10 randomly sampled distractors,
rather than computing a relevance score between a
question and all the possible answers available in
the knowledge base. This way Recall@10 would
always give 100%, making it difficult to judge how
good the system would be from a user perspective
in a practical implementation.

QA system evaluation is not necessarily relevant
for TOIAs as the QA task is more about reading
comprehension than the ability to retrieve an an-
swer from a knowledge base and engage in a free-
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form dialogue format. Moreover, such systems of-
ten use text generation models which we didn’t use
in our TOIA. Text generation methodologies are
usually evaluated with n-gram based metrics (Mer-
divan et al., 2020) such as BLEU (Papineni et al.,
2002), ROUGE (Lin, 2004) and METEOR (Baner-
jee and Lavie, 2005), which are often criticized for
their poor alignment with human judgement (Chen
et al., 2019). Across all these works as well as
the datasets presented for study free-form conver-
sations, there is a gap in addressing the question
of what is a ‘good’ answer. This is an important
question to address not only for evaluating the rele-
vant NLP tasks, but also for defining an annotation
methodology.

2.3 Relevant Dialogue Data
Conversational questions have challenging phe-
nomena not present in existing reading comprehen-
sion datasets. Recent datasets that focus on free-
form human dialogues and include human annota-
tions are CoQA (Reddy et al., 2019) and HUMOD
(Merdivan et al., 2020). CoQA is a large scale read-
ing comprehension dataset that improves a dataset
like SQuAD (Rajpurkar et al., 2016) by including
questions that depend on conversation history and
by ensuring the naturalness of answers in a conver-
sation. HUMOD instead takes inspiration from
the Cornell’s movie dialogue corpus (Danescu-
Niculescu-Mizil and Lee, 2011) by adding human
annotations to it. The Douban Conversation Cor-
pus (Wu et al., 2016) contains dialogues between
people sampled from Douban, a popular social net-
work in China. The dataset is public and open
domain — people chat about movies, books, mu-
sic, etc. These datasets are both large scale and
address different tasks, whereas TOIAs usually in-
volve much smaller datasets. A system like Traum
et al. (2015b)’s has a Knowledge Base (KB) of
about 2,000 answers. We used the Margarita Dia-
logue Corpus (MDC) made available by Chierici
et al. (2020), which has a KB of 431 answers, as
well as a set of complete annotated dialogues.

2.4 Deep Retrieval-Based Dialogue Systems
State-of-the-art results have been achieved very re-
cently on Answer-Retrieval tasks using deep learn-
ing architectures (Wu et al., 2016; Humeau et al.,
2019; Roller et al., 2020). We used more straight-
forward techniques for this work as we want to
focus on human evaluation rather than AR tech-
niques. Moreover, the data size for the TOIA we

use – and for TOIAs in general – is too small for
deep learning. We manage to overcome this limita-
tion for a sentence similarity model (more on this
in the next section) and plan to leverage transfer
learning in future work.

3 The Margarita Dialogue Corpus

Chierici et al. (2020) recorded twenty dialogues
with twenty different interrogators who were each
instructed to engage in a 15-minute conversation
with a TOIA’s avatar maker. They then used ten
randomly picked dialogues to define the training
set (in the original data, these dialogues are labeled
as ‘train’ but here we call them ‘development’ or
‘dev’ set as we use them as such). They used these
dialogues as the inspiration for defining the KB of
q-a pairs the avatar maker recorded in the TOIA.
The MDC comprises conversations ‘on-topic’ and
‘wild’: half of the conversations are about the uni-
versity attended by the avatar maker and half did
not have a set topic – the interrogator was instructed
to get to know the avatar maker as one would do
when meeting a person for the first time. For the
original dialogues and KB statistics, we point to
the original MDC paper tables. Here we limit our-
selves to mention a few highlights. The KB is not
in dialogue format. There are 431 unique answers
and 758 unique questions. The answers in the KB
correspond to the videos the avatar maker recorded
for powering the TOIA. Some questions have more
than one possible answer, and some answers have
more than one possible question. In total, the MDC
KB comprises 892 self-contained q-a pairs. In ad-
dition to the KB, the MDC includes dev and test
dialogues comprising 340 and 319 q-a pairs, re-
spectively. Each dialogue has 33 turns on average.

Figure 2 shows the distribution of frequent tri-
gram prefixes for the MDC’s KB questions and
answers, and for the dialogues dev set. Because
of the free-form nature of questions, we have a
richer variety of questions in the dialogues than
the KB. While nearly half of the KB questions are
dominated by ‘what’ questions, the dev questions
are distributed across multiple question types. Sev-
eral sectors indicated by prefixes I, that, so, and
it are frequent in the dev set but are completely
absent in the KB. This indicates that dialogues are
highly conversational whereas the KB is not, and
while a large portion of questions in the dev set are
do, I, and what type of questions, an equally large
number are made of different types of questions.
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(a) KB Questions (b) KB Answers (c) Dev dialogues set questions

Figure 2: Distribution of trigram prefixes of questions and answers in the Margarita Dialogue Corpus’ KB (a, b),
and questions in the MDC’s dialogue sets (c).

4 Retrieval Models

We used five models for retrieving answers for
the questions in the MDC dialogue dataset, and
for shortlisting the top candidate responses for the
‘crowd’ annotation task.

(1) TF-IDF q-Q: Let q be a query from a user (in
our case, a question in the MDC dialogue dataset),
and Q a question annotated in the MDC KB. We
vectorized q and Q using a TF-IDF vectorizer
trained on the KB, and computed the shortest dis-
tance between q and Q with cosine similarity. We
used the sci-kit learn Python library for the TF-IDF
vectorizer (Pedregosa et al., 2011).

(2) Okapi BM25 q-Q: Okapi BM25 (Trotman
et al., 2014) is a bag-of-words retrieval function
that ranks a set of documents based on the query
terms appearing in each document. We used the
Rank-BM25 implementation in Python.4 Since
BM25 was the worst performing approach, we do
not report on it further due to limited space.

(3) BERT q-Q: BERT is a large deep learn-
ing model architecture, and one of 2018’s break-
throughs in NLP (Devlin et al., 2018). We com-
puted the sentence embedding for each q and Q by
taking the mean of BERT pre-trained layers. The
cosine similarity between embeddings gives us the
ranking function for computing how close a query
in the dialogues is to a question in the KB.

(4 and 5) Fine-tuned BERT q-A: We fine-tuned
BERT on answer selection as a classification task.
Let A be an answer in the KB. For every Q-A pairs

4https://pypi.org/project/rank-bm25/

in the KB, we labeled them as 1’s to indicate a
relevant match. We then sampled a number of ir-
relevant (or ‘wrong’) matches for every question,
and labeled them as 0’s. We tried different sam-
pling ratios, namely drawing one wrong match for
every correct one (1:1), ten wrong ones (1:10), a
hundred (1:100) and using all the available utter-
ances (1:All). To increase the data size further and
better generalize for questions phrased differently,
we augmented the train data by sampling synthetic
questions using the methodology proposed by Wei
and Zou (2019) and their Python implementation.5

We fine-tuned BERT for 3 more epochs (we chose a
few epochs as advised by Dodge et al. (2020)) using
Wolf et al. (2019)’s Transformers library. We only
report on BERT q-A 1:100 and BERT q-A 1:All
as they were the best performing.

5 Crowd Annotations

We developed a web interface (Figure 3) for col-
lecting the annotations from the ‘crowd’ using the
crowdsourcing platform Amazon Mechanical Turk
(AMT). Full anonymity of the users were main-
tained and the ERB review of the host institution
didn’t raise ethical concerns.

For each question in the MDC dialogue dataset,
we took the union of the top-10 answers retrieved
by the five different retrieval techniques described
above. On average, each question has about 24 se-
lected answers. Using a sliding window on all the
dialogue questions, we selected three conversation
turns, and appended the prediction as a fourth turn
(interrogator-avatar-interrogator-predicted avatar
response) without specifying who was whom, and

5https://github.com/jasonwei20/eda_nlp
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Figure 3: Annotation interface displayed to the human annotators.

always starting the dialogue snippet from an inter-
rogator’s question and ending with the avatar’s an-
swer. We chose four turns because it seems to give
an optimal context size by looking at the annota-
tions performed on the HUMOD dataset (Merdivan
et al., 2020). So we have 339 dialogue snippets for
the dev set and 341 for the test set. Each human an-
notator could rate as many snippets as they wanted
in one task. On average, they rated 23 sampled
dialogue conversations. They were asked to rate
the last reply of the dialogue snippet on a 1–5 scale
according to the dialogue context (where 1: Clearly
not a good match; 5: Perfect match for the context).
Each dialogue–reply pair is rated by three different
annotators. For each dialogue context, there are on
average 72 annotated answers (24 times 3), result-
ing in a total dataset size of 24,291 annotations for
the dev dialogues and 24,555 for the test dialogues.
In order to maintain high quality responses in the
data, we defined a blacklist of annotators who gave
poor quality annotations as follows. We forced
each annotator to give a rating for the ‘gold answer’
given by the avatar maker in the dialogues data. If
the annotator gave a rating lower than 4 (i.e., 1, 2 or
3) to the gold answer, we removed them from the
annotations. While this blacklisting methodology
is quite restrictive (we lose about 36% annotations),
we have a large enough number of annotations left
for our purposes.

Rater 1 vs Rater 2 κ (dev)
Closest two ratings 0.51
Lowest two ratings 0.23
Highest two ratings 0.07
Random two ratings 0.10

κ (test)
0.50
0.20
0.11
0.04

Table 1: Inter-annotator agreement computed using Co-
hen’s kappa score (κ) for the dev set and the test set.

6 Results and Analysis

We analyze our annotations in terms of interanno-
tator agreement and the relationship between the
crowd’s opinion and the best retrieved answers by
the models. We then report the IR metrics on the
models we decided to study.

6.1 Inter-annotator Agreement

We computed the weighted Cohen’s kappa score
(Cohen, 1968) between human ratings to compute
inter-annotator agreement excluding the blacklisted
annotations. Following the approach of Merdivan
et al. (2020), we calculated the weighted kappa
score for different configurations of three ratings
for each different context-predicted answer pair.
We calculated weighted kappa score for the closest
two (as a majority voting) ratings, the highest two
ratings, the lowest two ratings, and on a random
selection of two ratings from the three ratings of
each predicted answer. For example, if a dialogue
snippet is rated 1, 2 and 5, we keep the closest two
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Gold TF-IDF BERT BERT BERT
q-Q q-Q q-A q-A

1:100 1:All
dev

Average 4.53 4.03 3.99 4.17 4.01
%Gold 89.0 88.2 92.1 88.5
Rank 2 4 1 3

test
Average 4.59 3.01 2.98 3.47 3.25
%Gold 65.6 64.9 75.7 70.9
Rank 3 4 1 2

Table 2: Average ratings assigned to the gold and top
retrieval model choices in dev and test sets. %Gold
specifies the ratio of model average rating to gold aver-
age rating. Rank specifies the performance rank of the
retrieval model.

(1 and 2) and randomly assigned them to Rater 1
and Rater 2. Table 1 shows the results of each
combination for the MDC’s dialogue dev set and
test set. The inter-annotator agreement seems con-
sistent between the test and dev set apart for the
highest two ratings and the random two ratings sce-
narios. However, both scenarios register quite a low
agreement between annotators. Though represent-
ing moderate agreement, the highest is between the
closest two ratings, showing that the ‘crowd’ seems
more in agreement on a majority vote than on the
lowest two ratings, highest two, or random two
ratings. Moreover, agreeing on the worst answers
(lowest two ratings) seems easier than agreeing on
the best answers (highest two ratings). As our anal-
ysis points out, the poor level of agreement between
annotators isn’t about the quality of the annotations.
It rather shows the difficulty of defining what is a
good answer for a TOIA’s interrogator.

6.2 Crowd Ratings of Retrieval Top Choices

Next we consider the average rating given by the
AMT workers to the gold answer, and to the top
retrieved reply by our four models. We include
the ratings to all snippets excluding blacklisted
annotations for both dev and test. We drop 35%
of the annotations for the top retrieved answers
due to blacklisting, consistently with the overall
drop reported above. See Table 2 for the averages,
percentage of the gold answer (i.e. how close to the
gold answer is a model), and model ranking. The
standard deviation of the average ratings for the
gold answer is 0.35 in dev and 0.39 in test (because
of blacklisting, we only keep ratings 4 and 5 for

Retrieval ρ (dev)
TF-IDF q-Q 0.25
BERT q-Q 0.16
BERT q-A 1:100 0.30
BERT q-A 1:All 0.29

ρ (test)
0.10
0.08
0.13
0.15

Table 3: Spearman’s Rank Correlation Coefficient (ρ)
between each retrieval model and the human ratings for
the dev set and the test set.

the gold answer).6 The standard deviation of the
retrieval models ranges from 1.17 to 1.33 in dev
and 1.20 to 1.38 in test.

The results indicate that, although the crowd dis-
agrees, they generally give high ratings to the best
retrieved answers. So, annotators may disagree
on many instances, but when the models retrieve
sensible answers, these are recognized by the an-
notators. For this reason we decide not to resolve
the annotator’s disagreements, and in the analysis
that follows we use the average rating between the
three (or less because of blacklisting) scores given
by the crowd for each dialogue context-predicted
reply pair. According to the crowd, the model with
the best top choice is BERT q-A 1:100, and the
model with the worst top choice is BERT q-Q.

6.3 Correlations Between Models and
Annotations

We also computed the Spearman’s Rank Correla-
tion Coefficients between the rankings produced
by four of the models used for answer retrieval and
the annotators ratings (always excluding the black-
listed annotations). The results are displayed in
Table 3. While the correlations are weak (yet sta-
tistically significant as all the p-values approached
0), we can notice a mixed behavior. The models
performing better (See Table 4) do not necessar-
ily correlate more with human ratings. This is a
ranking correlation. So the crowd may rank differ-
ently than the models’ answers but agree on the top
ranked replies as we have seen earlier. Furthermore,
on the 24 answer presented for each dialogue snip-
pet on average, few ones are the top ranked by the
models and the majority are ‘negative’ examples,
where it’s easier to disagree or rank differently.

6For reference, the average of all ratings of the gold an-
swers (i.e. without blacklisting) is 3.96 for dev and 3.76 for
test, with corresponding standard deviation of 0.71 and 0.74
respectively.
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Avatar Maker’s Annotations Crowd’s Annotations
Metric Rand TF-IDF BERT BERT BERT Crowd Rand TF-IDF BERT BERT BERT Crowd

q-Q q-Q q-A q-A q-Q q-Q q-A q-A
1:100 1:All 1:100 1:All

R@1 0.0 23.4 22.9 24.0 21.0 9.1 0.1 6.5 3.9 7.5 6.6 20.9
R@2 0.2 29.5 28.0 33.3 29.5 15.5 0.2 9.6 6.3 10.8 9.6 40.4
R@10 1.1 38.2 42.0 55.2 43.1 34.0 1.3 21.5 24.7 24.0 18.7 98.4
MRR 2.6 69.1 60.5 70.1 81.8 48.0 7.0 49.4 49.1 53.6 63.4 97.3
MAP 2.4 66.5 69.1 90.3 59.6 18.8 4.5 33.6 35.7 28.8 17.6 97.3
SR@1 0.0 32.4 31.8 33.2 29.1 12.6 0.3 36.6 36.0 42.3 36.9 97.3
SR@2 0.3 40.6 38.2 45.0 40.9 20.9 0.9 50.6 48.8 55.4 52.4 97.3
SR@10 1.5 49.1 51.5 66.8 57.1 43.5 5.6 75.3 80.7 82.4 79.5 97.3

Table 4: Information Retrieval metrics on the dev dialogues set for all the models, including a random selection
model and using the crowd ratings as a retrieval model. On the left the models are assessed against the original
annotations made by the avatar maker. On the right the models are assessed against the annotations from the crowd.

6.4 Versatile Questions and Answers

Excluding random noise or poor quality annota-
tions, one hypothesis is that the more volatile (or
the higher the disagreement in) the ratings for a
given q-a pair, the more difficult it is to assign
a ‘ground truth’ value to an annotation. To vali-
date this hypothesis, we computed a more practical
proxy of disagreement. The Coefficient of Vari-
ation (CoV) is defined as the standard deviation
of the three ratings given on the same q-a pairs
divided by their average. The CoV quantifies the
variability of the ratings with respect to the average
rating for a given q-a pair.

Let A be the set of questions with a CoV higher
than the 75th percentile (0.50) and B the set of
questions with a CoV lower than the median (0.25).
A has 167 utterances, B has 239 and their inter-
section has 133. Set A less the intersection de-
fines the ‘versatile’ questions, i.e. utterances that
go well with many answers and generate high dis-
agreement. Set B less the intersection represents
‘one-sided’ questions, i.e. questions that don’t go
well with many answers, hence generate low dis-
agreement. To confirm this expected behavior, we
re-computed the Weighted Cohen’s kappa on the
two versatile and one-sided questions. The uplift
in agreement or disagreement confirmed our inter-
pretation. E.g., for the one-sided questions, the
inter-annotator agreement doubles on the highest
two ratings, it improves by a few points for the clos-
est two ratings and the lowest two ratings, while κ
becomes negative for the one-sided questions. It
seems that there are less versatile questions (34)
than one-sided ones (106) in the dev dialogues.

Avatar Maker Crowd
Metric BERT BERT BERT BERT

q-Q q-A 1:100 q-Q q-A 1:100
SR@1 7.8 11.9 13.5 25.2
SR@2 12.2 19.7 23.3 35.5
SR@10 22.6 36.1 75.8 68.2

Table 5: SR@k metrics on the test set only for the best
performing models on SR@1 and SR@10.

Repeating the same analysis on the answers, we
have 152 versatile, 237 one-sided, and 118 in the
intersection.

6.5 IR Metrics

Given that a TOIA’s ability to engage in a con-
versation depends critically on retrieving a cor-
rect answer from the knowledge base, we focus
on models (and hence metrics) used for Informa-
tion Retrieval. The IR metrics we use to evalu-
ate the answer retrieval ability of our TOIA are
Recall@k (Lowe et al., 2015), Mean Average Pre-
cision (MAP), Mean Reciprocal Rank (MRR), and
we include the Success Rate (SR@k) inspired by
the work of Sakata et al. (2019). Success Rate is the
fraction of questions for which at least one correct
answer is ranked among the top k.

Table 4 summarizes the retrieval metrics for four
of the models we worked with. We added two
benchmarks: a model that randomly picks any an-
swer from the KB, and we used the average crowd
ratings’ as a ‘retrieval’ model. When we compare
the avatar maker’s annotations vs. the crowd’s an-
notations, we label an answer as ‘correct’ for the
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Question (redacted) I think it’s somewhere in California. Basically people are no longer afraid of being caught with meth. So
like the whole city is like a capital of meth. So what do you feel about that? Does that change what you previously said?
Avatar Maker No. BERT Kind of.
Question So would you feel the same way about like meth, heroin, coke because technically those...?
Avatar Maker (Can you ask me something else?, I’d rather
talk about something else, sorry.)

BERT Sure.

Question(redacted) How about like your perception of like religion, like are you religious or?
Avatar Maker I am sure something bigger than us exists, but
I don’t follow any specific book or rituals.

BERT I started questioning my beliefs when I was a teenager
after watching lots of documentaries and talking to agnostics
alike.

Question (redacted) How is your romantic life.
Avatar Maker I like to keep things like this private. BERT Relationships are harder to maintain because of all the

study-aways. Also, the campus is a bit isolated from the city
so it’s not as lively.

Question Yeah, that’s fascinating. So no toilet in your granny house?
Avatar Maker No. BERT Sure.
Question Bye!
Avatar Maker Goodbye! BERT See you later!

Figure 4: Examples in the dev set where the BERT q-A 1:100 system choice differs from the Avatar Maker’s.

crowd, if it received an average rating>= 3.5. The
metrics consistently show that the best retrieval
model looks like the fine-tuned BERT on the q-A
relevance task with a training set ratio of 1:100 be-
tween correct and wrong Q-A pairs. We can now
notice why Recall@k, MRR and MAP may not
be adequate for the context of TOIAs (and for the
wider task of q-a retrieval from a KB).

One would expect that AMT raters would be
more generous in classifying answers as ‘relevant’
for a given question. In fact, there are often cases
where a sensible answer gets retrieved by a model
(Figure 4), but the avatar maker did not deem it
as appropriate. Other utterances like yes/no, sure,
and OK answers are relevant for many questions,
but, as expected, the avatar maker would be more
selective to choose which one between a yes or a no
is an appropriate answer. However, the Recall@k,
MAP and MRR look lower in the case where the
models are assessed against the crowd annotated
data. This is partly due to the models trained on
the data annotated by the avatar maker, but mostly
because the crowd is indeed more generous and
the examples of relevant q-a pairs increased vs.
the avatar maker’s annotations. Moreover, MRR
is highly influenced by the number of documents
retrieved by a model. In fact, the trivial model
retrieving all possible answers in the KB would
give a 100% MRR. MRR is the only metrics for
which it seems that the BERT q-A model with the
1:All sampling ratio performs better than the 1:100
ratio but, in reality, this is due to the model with
the 1:All ratio retrieving more documents.

Including the SR@k metrics makes things easier
to assess. SR@k’s for models evaluated on the

crowd’s annotations are consistently higher than the
respective models assessed on the avatar maker’s
annotations with the only exception of the best
model. BERT q-A (1:100) gives SR@k’s that are
higher than R@k’s when evaluated on the data
annotated by the avatar maker. The difference is
even steeper on the data annotated by the crowd.

We evaluated the retrieval models versus the data
with combined annotations, i.e. both by the AMT
workers and the avatar maker. The results have neg-
ligible differences with respect to the assessment
against the data annotated by the crowd, suggest-
ing that the avatar-maker annotations are mostly
included in the crowd annotations.

7 Discussion

7.1 Accurate vs Plausible Answers

Models that produce state-of-the-art results in other
domains seem to not perform as well in the context
of a TOIA. While a model like BERT q-A 1:100
retrieves plausible answers, the avatar maker’s ac-
curate answers differ (Figure 4, Table 2). This is
also shown by the weak correlation between the IR
models and the human annotators, and by the poor
results the ‘crowd model’ generates on the data an-
notated by the avatar maker (Figure 4). For some
answers, it seems that the avatar maker missed
them when annotating the dialogues set due to hu-
man error. In fact, she had to manually go through
431 answers for 659 questions for a total of 284,029
look-ups. On the other hand, many questions re-
quire affirmative or negative answers, which both
makes sense when evaluating a dialogue snippet
but only one type of answer is correct for the avatar.
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7.2 Viable Metrics for TOIA Evaluation

A TOIA is a single-output system, where the best
answer should be retrieved as the top ranked doc-
ument, and there may be more than one answer
that suits perfectly within a conversation turn. This
makes traditional IR metrics unsuitable for opti-
mizing time-offset systems, so we identified SR@1
as the metric that gives the best indication for the
ability of the system to retrieve a ‘good’ answer.
For k > 1, SR@k gives us more insight into how
to improve a model. For instance, the best perform-
ing model can retrieve a good answer in the top 10
ranked retrieved utterances in more than 80% of
the cases. This information can be used to improve
the system, e.g. by retrieving the top 10 answers
using BERT q-A 1:100 and fine-tuning a re-ranking
methodology that pushes on top the best answers.
Table 5 shows the SR@k metrics for the test set,
and it’s interesting to notice that BERT q-Q yields
a better SR@10 on the crowd’s annotations than
the BERT q-A 1:100 model.

7.3 Limitations

We limited the study to a retrieval problem and
we did not leverage the conversational format of
the dialogues set. There are some turns where we
can observe co-reference (a few examples can be
seen in Figures 1 and 4). We manually annotated
co-references in a sample of 100 dialogue turns
and these happen in about 5% of the dialogues. So
while the IR techniques produce some errors due to
the conversational structure, this is not as material
as to invalidate this study. Regarding the annotation
methodology, a ‘fairer’ way to annotate the answers
might have been to ask the AMT workers to give
a rating for every question in the KB paired with
every dialogue snippets in the dialogue sets. So
when we use the crowd ratings as a model (Table 4),
we are limited to the the answers that were rated by
the human annotators. Rating all answers for every
single question would be unpractical and picking
the union of the top 10 retrieved answers from our
models makes sure that the human raters could
see an answer annotated by the avatar-maker for at
least 66.8% of the questions (SR@10 of the best
performing model, Table 4).

8 Conclusion and Future Work

We explored the challenge of defining what a ‘good’
answer is in the context of a TOIA by annotating
a dataset used for creating an avatar, and evaluat-

ing human-avatar dialogues. We learned that the
perceived ‘right’ answer for avatar interrogators
differs from the avatar maker expectations partly
because some questions and answers are too ver-
satile, i.e., they go well with many answers and
questions, respectively. Additionally, yes and no
answers are equally perceived as relevant by users
interrogating an avatar but would be right or wrong
for a given avatar maker. We make all the human
annotations we collected available to the research
community. We challenged classical retrieval met-
rics and proposed that TOIA’s dialogue managers
should optimize Success Rate @1. Success Rate
@k for different levels of k can help identify how
to improve retrieval techniques.

Our future work includes recognizing versatile
questions and answers, designing methods to elicit
more precise answer recordings at the avatar cre-
ation stage, and forcing yes/no answers with ac-
ceptable degrees of confidence. We plan to use
transfer-learning and one-shot learning for leverag-
ing state-of-the-art results of deep neural models
in the context of a TOIA. Addressing misaligned
expectations between different user needs and pick-
ing the right metric are essential to improving the
design, usability, and answer retrieval methodology
of time-offset interaction applications.
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Abstract
Only a small portion of research papers with
human evaluation for text summarization pro-
vide information about the participant demo-
graphics, task design, and experiment proto-
col. Additionally, many researchers use hu-
man evaluation as gold standard without ques-
tioning the reliability or investigating the fac-
tors that might affect the reliability of the hu-
man evaluation. As a result, there is a lack
of best practices for reliable human summa-
rization evaluation grounded by empirical ev-
idence. To investigate human evaluation relia-
bility, we conduct a series of human evaluation
experiments, provide an overview of partici-
pant demographics, task design, experimental
set-up and compare the results from different
experiments. Based on our empirical analysis,
we provide guidelines to ensure the reliability
of expert and non-expert evaluations, and we
determine the factors that might affect the reli-
ability of the human evaluation.

1 Introduction

Evaluation of summarization quality plays a cru-
cial role in the development of summarization tools
since a well-executed evaluation can help to deter-
mine whether the system has adequately outper-
formed the existing tools in terms of quality and
speed or whether the designed properties work as
intended (van der Lee et al., 2018; Lloret et al.,
2018). The human evaluation has been the most
trusted evaluation method and used as gold stan-
dard for summarization evaluation (Gatt and Krah-
mer, 2018; Celikyilmaz et al., 2020). However, in
recent years, some researchers have provided an ex-
tensive overview of papers with human evaluation
and pointed out that there is a lack of standardized
procedures leading to mostly non-comparable and
non-reproducible results (van der Lee et al., 2019;
Belz et al., 2020; Howcroft et al., 2020; van der
Lee et al., 2021).

Howcroft et al. (2020) have reported based on
the analysis 165 papers with human evaluation pub-
lished in INLG and ENLG that more than 200
different terms have been used for human eval-
uation, which results in lack of clarity in reports
and extreme diversity in approaches. van der Lee
et al. (2021) have analyzed 304 research papers
published in INLG and ACL conferences and re-
ported that only 3% of 304 analyzed papers de-
scribed the demographics, 6% provided the details
about task design, 19% reported any inter-rater
agreement score, 23% conducted a statistical anal-
ysis for human evaluation, and 32% reported the
number of different evaluators per item, where 92%
of the reported cases only one rating is used.

In this paper, we aim to contribute the human
evaluation research as follows: 1) we conduct se-
ries of human evaluation with experts, crowd, and
laboratory participants on two different data sets,
2) we report on the participant demographics, task
design, and evaluation criteria 3) we demonstrate
a comprehensive statistical analysis of human ex-
periments, and 4) we provide guidelines to ensure
the reliability of experts and non-experts and de-
termine the factors affecting the human reliability
grounded by the empirical evidence from our ex-
periments. Data associated with this work is avail-
able at https://github.com/nesliskender/

reliability_humeval_summarization.

2 Related Work

Human evaluation of text summarization can be
conducted either by linguistic experts or non-
experts such as laboratory participants or crowd
workers. However, expert evaluation has been es-
tablished as the gold standard in the summarization
evaluation and the reliability of non-experts has
been repeatedly questioned (Lloret et al., 2018).
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Gillick and Liu (2010) have conducted a crowd-
sourcing experiment for summarization evaluation
for the first time and concluded that crowd work-
ers can not evaluate summary quality because of
the non-correlation with experts. However, they
did not report the number of crowd workers per
summary. Fabbri et al. (2020) have compared the
crowd ratings with expert ratings using five crowd
workers per item. They have also reported that
crowd ratings do not correlate with experts and em-
phasized the need for protocols for improving the
human evaluation of summarization. Further, Gao
et al. (2018); Falke et al. (2017); Fan et al. (2018)
have used crowd workers to evaluate the quality
of their automatic summarization systems without
questioning the reliability of crowd workers.

When we look at the approaches used for human
summarization evaluation, they can be broadly clas-
sified into two categories: intrinsic and extrinsic
evaluation (Jones and Galliers, 1996; Belz and Re-
iter, 2006; Steinberger and Ježek, 2012). In intrin-
sic evaluation, the summarization output’s quality
is measured based on the summary itself without
considering the source text. Generally, it has been
carried out as a pair comparison (compared to ex-
pert summaries) or using absolute scales without
showing a reference summary (Jones and Galliers,
1996). However, the extrinsic evaluation, called
also task-based evaluation, aims to measure the
summary’s impact on the completion of some task
based on the source document (Mani, 2001). Re-
iter and Belz (2009) have argued that the extrinsic
evaluation is more useful than intrinsic because
the summarization systems are developed to sat-
isfy the information need from the source text in a
condensed way, but van der Lee et al. (2021) have
reported that only 3% of the papers presented an
extrinsic evaluation.

Further, the quality criteria used in the human
evaluation and the terminology used for describing
these criteria had a high degree of variation, 200+
variations in terminology (Howcroft et al., 2020).
Researchers have used either the same terminology
but evaluated something different or used different
terminology but measured the same thing (Belz
et al., 2020). In most cases, they did not define the
quality criteria they investigated or cite a reference
for it, making it difficult to compare the results and
draw conclusions across the papers. The scales for
evaluation have also varied often, such as Likert (3,
4, 5, 6, 7, 10, 11-point), categorical choice (Yes or

No), or rank-based scale (van der Lee et al., 2021).
So, human evaluation lacks structured, reliable

evaluation practices, and the current way of report-
ing human evaluation in research papers generates
non-comparable and non-reproducible results. We
aim to contribute to human evaluation research for
text summarization by determining the intrinsic
and extrinsic quality in a reliable and reproducible
way with our experiments in section 3.

3 Experiments

As our source documents, we used the 67 unique
post-query pairs from a telecommunication com-
pany’s customer service forum in German, where
customers ask questions about the company’s prod-
ucts and services such as “Where can I find my
customer number” or “My internet is not working”.
Each query had 6-10 corresponding forum posts,
including the answers from other customers to pro-
vide a solution or at least some help to the customer
problem. The average word count of the posts was
571.2, the shortest one with 150 words, and the
longest one with 1006 words, where the average
word count of the corresponding queries was 9.1,
the shortest query with three, and the longest with
23 words.

We conducted series of human experiments on
this data set shown in Table 1 in chronological
order. In experiment 1, crowd workers created
extractive summaries for 67 post-query pairs. In
experiment 2, different crowd workers evaluated
the quality of crowd-generated summaries, the out-
put from experiment 1. Because of the high cost
of human evaluation, we limited our evaluation
data set for further experiments based on the over-
all quality ratings from experiment 2. From those,
we selected 50 summaries within ten distinct qual-
ity groups ranging from lowest to highest scores
(lowest group [1.667, 2]; highest group (4.667, 5]),
each represented by five summaries. We generated
a stratified sample of the data set consisting of sum-
maries with low, medium, and high quality. These
summaries originated from 27 post-query pairs.

This new data set, 27 post-query pairs with 50
summaries in varying qualities, has been evalu-
ated by experts in experiment 3, by crowd workers
in experiment 4, and by laboratory participants in
experiment 5. In these experiments, the task de-
sign and the summaries were exactly the same to
compare the effect of expertise (expert vs. non-
expert) and environment (lab vs. crowd) on the
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Exp. No Type Human Items #Evaluator
per Item

#Total
Evaluator

Average
Age Gender Payment

1 Creation Crowd 67 post-query pair 4 76 39.43 41m, 35f 1.2 C per task
2 Evaluation Crowd 256 summaries (output from 1.exp) 3 86 38.8 49m, 37f 1.2 C per task
3 Evaluation Expert Selected 50 summ. from 1.exp output 2 2 26.5 2f 30 C per hour
4 Evaluation Crowd Same as in 3.exp 24 46 42.47 27m, 19f 1.2 C per task
5 Evaluation Lab Same as in 3.exp 24 71 29.30 38m, 33f 15 C per hour
6 Creation Expert 27 post-query pair 2 2 26.5 2f 30 C per hour
7 Evaluation Expert TextRank summ. of 27 post-query pair 2 2 26.5 2f 30 C per hour
8 Evaluation Crowd Same as in 7.exp 10 21 28.4 15m, 6f 1.2 C per task

Table 1: Overview of all human experiments

quality assessment. Further, we created machine
summaries for the same 27 post-query pairs using
the sumy1 library to investigate the effect of sum-
mary generation method (human vs. machine) on
the quality assessment. We applied TextRank al-
gorithm (Mihalcea and Tarau, 2004) for machine
summarization since it is one of the limited open-
source German summarization algorithm and the
most used unsupervised baseline in text summariza-
tion (Allahyari et al., 2017). Experts have evaluated
these machine summaries in experiment 7, crowd
workers evaluated the summaries in experiment
8. Here, we did not ask laboratory participants to
evaluate the machine summaries’ quality since the
comparisons of experiments 3, 4, and 5 revealed
the insights regarding the environment’s effect on
the quality assessment. The experts also created the
gold standard summaries for these 27 post-query
pairs in experiment 6.

In human evaluation experiments, we applied
both intrinsic and extrinsic approaches. As the lit-
erature reveals a high degree of variation in quality
criteria used in human experiments (Belz et al.,
2020; Howcroft et al., 2020; van der Lee et al.,
2021), we limited the intrinsic factors to six and the
extrinsic factors to three. As the limitation criteria,
we narrowed the scope of human evaluation from
NLG to text summarization and adopted the com-
monly used quality metrics. Especially, we applied
the criteria from the Document Understanding Con-
ferences (DUC2), which have been the forum for
researchers in text summarization to compare meth-
ods and results. Additionally, we used a measure
for overall quality to assess the summaries’ total
quality. While limiting the extrinsic quality factors,
we focused on quality metrics for usefulness for
the task and information need because these are the
most commonly used criteria in NLG as reported

1https://github.com/miso-belica/sumy
2https://duc.nist.gov/

in (Howcroft et al., 2020).
So, we determined intrinsic quality using six dif-

ferent quality criteria: overall quality, defined as
“responsiveness evaluation” in Louis and Nenkova
(2013), and the five readability (linguistic) mea-
sures (grammaticality, non-redundancy, referential
clarity, focus, and structure & coherence) defined
as in Dang (2005). We evaluated the extrinsic qual-
ity using following three measures: summary use-
fulness defined as “content responsiveness” in Con-
roy and Dang (2008), source usefulness (in our case
post usefulness, because our source documents are
forum posts) defined as “relevance assessment” in
Mani et al. (2002), and summary informativeness
defined as “informativeness” in Mani et al. (2002).
We conducted all our evaluations using a contin-
uous scale, 5-point Mean Opinion Score (MOS)
with the labels very good, good, moderate, bad,
very bad, which is one of the most applied scales in
subjective quality assessment (Streijl et al., 2016).

3.1 Crowdsourcing Experiments
We conducted all of the crowdsourcing experi-
ments using Crowdee3 platform. Before each of
our crowdsourcing experiment, we had test runs
with the student workers who have acted like crowd
workers and gave us feedback regarding the task
design and understandability. For each new crowd-
sourcing experiment, we did at least ten or more al-
terations based on the students’ feedback. Further,
we payed the minimum hourly wage in Germany
and determined payment based on our crowdsourc-
ing experiments’ estimated work duration.

3.1.1 Crowd Worker Selection
For crowd worker selection, we developed a two-
step qualification process for both crowd creation
and evaluation. In the first step, crowd workers
needed to pass the German language proficiency
test provided by the Crowdee platform with a score

3https://www.crowdee.com/
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of 0.9 and above (scale [0, 1]). In the second
step, crowd workers needed to pass a semantic
task-specific pre-qualification test.

In the pre-qualification test for summary cre-
ation, at first, we presented the summary creation
guidelines: 1) Summary should be non-redundant,
fluent, informative, and grammatically correct, 2)
Summary should be readable and understandable,
3) Summary should be created by copy-pasting 3-
5 sentences from forum posts, 4) Any alternation
of the sentences and also writing new sentences
were not allowed. We also presented an example
of a good and bad summary generated for the same
post-question pair. 103 out of 144 crowd workers
were approved for the summary creation task. The
criterion for approval was the ROUGE score of
crowd workers’ summaries, calculated with sum-
maries created by linguists of the authors’ team.
Further, we manually evaluated the crowd worker’s
summaries with a low ROUGE score (ROUGE-1
< 0.4), and if the summary quality was still accept-
able, their authors were approved.

In the pre-qualification test for summary evalu-
ation, we gave a brief explanation of the summa-
rization process, highlighting that the summaries
were created by simple cutting-out sentences from
forum multiple posts, and therefore may appear
slightly unnatural. Crowd workers were then asked
to evaluate the overall quality of four summaries
(two very good, two very bad). The quality of these
summaries have already been determined by the
linguists of the authors’ team on a 5-point MOS
scale. For each exact rating match, crowd workers
got 4 points, and for each point deviation, they got a
point less, so deviations were linearly punished. 98
out of 150 crowd workers passed this qualification
test with a point ratio >= 0.625.

3.1.2 Crowd Creation
In experiment 1, we instructed the crowd workers to
create one extractive, 3-5 sentences long summary
for each post-query pair using the same summary
creation guidelines as in the pre-qualification test.
To illustrate the guidelines, we presented crowd
workers an example of a post-query pair and cor-
responding one good and one bad summary. Addi-
tionally, forum posts were shown as an itemized list
of sentences in the creation process, so that each
crowd worker only had to select and copy the spec-
ified sentences into a summary. Overall 76 unique
crowd workers (41m, 35f, Mage = 39.43) partici-
pated in the experiment 1. Four different crowd

workers per post-query pair created 256 summaries
for 67 post-query pairs after eliminating cheaters.
The average work duration was 458.8 seconds, and
total tasks (67 x 4) were completed in 46 hours.

3.1.3 Crowd Evaluation
In experiment 2, the crowd workers evaluated the
quality of 256 crowd summaries generated in exper-
iment 1. First, a brief explanation of the summary
creation process was shown with an example of
a query, forum posts, and a summary to provide
background information. Next, the crowd workers
were asked to evaluate two summaries regarding
the overall quality and the five intrinsic quality
measures in the following order: 1) overall quality,
2) grammaticality, 3) referential clarity, 4) non-
redundancy, 5) focus and 6) structure & coherence.
Three different crowd workers evaluated each sum-
mary, and a single crowdsourcing task included the
evaluation of two summaries.

The overall quality was rated first to avoid influ-
encing it by more detailed aspects. The evaluation
of each aspect was done on a separated page, which
contained a definition of the particular aspect (il-
lustrated with an example), a summary, and a 5-
point MOS scale (very good, good, moderate, bad,
very bad) as radio buttons. To have an intrinsic
(summary-focused) evaluation, crowd workers did
not see the corresponding original post-query pair.
Overall 86 crowd worker (49m, 37f, Mage = 38.8)
completed the summary evaluation task with an
average work duration of 356.36 seconds within 12
days. We noticed that conducting a crowdsourcing
experiment at Christmas time has slowed the total
task completion duration. Further, crowd workers
had the chance to give some feedback at the end of
the task, and multiple crowd workers commented
about the summary content, such as “I don’t find
the summary very informative overall, so the over-
all rating was worse than the individual ratings.”.

Therefore, we added questions regarding the
summary’s content quality to experiment 4. We
used the same instructions and task description as
in experiment 2 and added three extrinsic qual-
ity measures showing the original corresponding
post-query pair to evaluate the summary’s content
quality. Also, we increased the number of unique
crowd workers to 24 for each summary following
the recommendations of Naderi et al. (2018) for a
robust crowdsourcing study. Since reading the sum-
mary and all the source text increases the reading
effort, we asked crowd workers to rate the quality
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of one summary in one task.
After answering the same six questions ex-

plained in the above paragraphs, we asked crowd
workers to evaluate the following extrinsic qual-
ity measures: 7) summary usefulness, 8) post use-
fulness, 9) summary informativeness. Again, the
evaluation of each aspect was done on a separate
page, which contained the definition of the partic-
ular aspect with an example, the post-query pair,
the summary, and the answer options as the 5-point
MOS scale. Overall, 46 crowd workers (19f, 27m,
Mage = 43) completed the evaluation of selected 50
summary with an average work duration of 249.88
seconds. The total of 1200 tasks (50 summary x 24
crowd worker) was published in batches, and each
batch was completed within one day.

In our last crowdsourcing experiment, experi-
ment 8, we asked crowd workers to evaluate the
quality of 27 TextRank summaries using the same
task design as in experiment 4. Overall, 21 crowd
workers (15m, 6f, Mage = 26.3) participated in
experiment 8 with an average task completion du-
ration of 287.92 seconds, completing total tasks
within three days. Our analysis from experiments 3
and 4 has shown that 8-10 crowd workers per sum-
mary delivers results corresponding to laboratory
experiments. Therefore, we collected evaluations
from 10 different crowd workers per summary.

3.2 Laboratory Experiment

In experiment 5, we recruited participants via a lo-
cal participant pool for the summary quality evalu-
ation experiment in a controlled laboratory environ-
ment. We accepted only the native German speak-
ers and did not perform any other pre-qualification.
The experiment design and the summaries were
exactly the same as in experiment 4, where 24 dif-
ferent laboratory participants evaluated the nine
different quality aspects of 50 summaries. They
also completed the task using Crowdee platform to
avoid any user interface biases.

In addition to instructions of experiment 4, all
the participants were also instructed in written form
before the experiment start and all of the partici-
pant’s questions regarding the task’s understand-
ability were answered immediately by the lab in-
structor. As expected, the participants were also
physically present in a controlled laboratory envi-
ronment during the task. The experiment duration
was set to one hour, and the participants were asked
to evaluate as many summaries as they can in an

hour. Overall, 71 participants (38m, 33f, Mage =
29.3) completed the experiment 5, evaluating 12
summaries per hour on average within 51 days.

3.3 Expert Experiments

In experiment 3, two experts who are Masters stu-
dents in linguistics evaluated the same selected 50
summaries with the same task design as in exper-
iment 4. At first, they evaluated the summaries
separately using Crowdee platform. After the first
separate evaluation round, the inter-rater agreement
scores, Cohen’s κ, showed that the experts often
diverted in their assessment. To reach consensus
among experts, we followed an iterative approach
similar to the Delphi method (Linstone et al., 1975)
and arranged physical follow-up meetings with ex-
perts which we refer as mediation meetings.

In these meetings, experts discussed the reasons
and backgrounds of their ratings for each summary
in case of disagreement and eventually aligned in
case of consensus. Eventually, acceptable inter-
rater agreement scores were reached for nine qual-
ity measures. One should keep in mind that elab-
orated follow-up meetings principally lead to the
increasing convergence of expert ratings. We did
not test for a saturation effect with this observa-
tion, but the effort allocated in this step clearly
influences the expert rating values.

In experiment 6, the same experts created gold
standard summaries for the corresponding source
post-query pairs of 27 TextRank summaries using
the same task design as in experiment 1. Lastly,
in experiment 7, the same experts evaluated the
quality of 27 TextRank summaries following the
same iterative approach and same task design as in
experiment 3.

4 Results

Results are presented for the mean opinion scores
(MOS) of overall quality (OQ), grammaticality
(GR), non-redundancy (NR), referential clarity
(RC), focus (FO), structure & coherence (SC), sum-
mary usefulness (SU), post usefulness (PU) and
summary informativeness (SI) collected in experi-
ments 2, 3, 4, 5, 7, and 8 (see table 1). We will refer
to these measurements by their abbreviations in this
section. Further, we use non-parametric statistics in
our analysis because of the non-normal distribution
of some measurements in these experiments.
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Before Mediation After Mediation
Crowd Summ. TextRank Summ. Crowd Summ. TextRank Summ.

Agr. in % κ Agr. in % κ Agr. in % κ Agr. in % κ

OQ 54 0.228 22.2 -0.040 82 0.637 85.2 0.717
GR 42 0.078 18.5 0.086 78 0.626 88.9 0.809
NR 34 -0.012 11.1 -0.084 70 0.520 85.2 0.797
RC 56 0.381 29.6 0.013 88 0.819 92.6 0.882
FO 52 0.249 88.9 0.779 80 0.685 96.3 0.922
SC 42 0.212 22.2 0.070 82 0.743 85.2 0.783
SU 44 0.220 37 0.093 76 0.635 88.9 0.839
PU 38 0.005 48.1 0.169 70 0.469 92.6 0.856
SI 34 -0.038 40.7 0.234 78 0.565 92.6 0.886

Table 2: Raw agreement in % and Cohen’s κ scores between two experts for the evaluation of crowd summaries
and TextRank summaries before mediation and after mediation

4.1 Reliability of Human Evaluation

4.1.1 Expert Evaluation

In this section, we compare the results from experi-
ment 3 with experiment 7 to analyze expert reliabil-
ity. Following the recommendations of van der Lee
et al. (2019), we calculated the raw agreement in
percentage and Cohen’s κ as inter-rater agreement
scores.

Looking at Table 2, we observe that the me-
diation meetings increased the agreement scores
enormously both for the evaluation of crowd and
TextRank summaries. Only after the mediation
meetings, acceptable Cohen’s κ scores between ex-
perts could be achieved with all measures having
substantial (0.6-0.8] or almost perfect agreement
(0.80-1.0] for all measures except for NR, PU, and
SI being weak in crowd summary evaluation (0.40-
0.60] (Landis and Koch, 1977).

For TextRank summaries, the increase is consid-
erably higher than the crowd summaries. Since the
same experts evaluated the TextRank summaries
under the same experimental conditions as in exper-
iment 3, we can conclude that the characteristics of
machine-generated summaries such as unnatural-
ness or non-fluency constitute a challenge even for
experts before mediation. Further, the TextRank
summaries included usually same kind of mistakes
which made it easier for experts to agree on a spe-
cific evaluation scheme for each evaluation criteria
during mediation sessions, leading to higeher agree-
ment in comparison to crowd summaries.

The effect of mediation on the inter-rater agree-
ment scores shows clearly that the mediation meet-
ings are necessary for reliable expert evaluation, es-
pecially when evaluating machine-generated sum-

maries. We plan to use the specific evaluation cri-
teria shaped during expert mediation sessions to
improve the task design in future work.

4.1.2 Crowd Evaluation
This section compares the results from experiment
2 with experiment 4 to measure the re-test relia-
bility of crowd experiments. To do so, we calcu-
lated the Spearman correlations between the crowd
evaluations from experiment 2 (3 crowd workers
per item) and experiment 4 (24 crowd workers per
item) for the six intrinsic measures. To have the
same number of crowd workers per summary as
in experiment 2, we selected the first three evalua-
tions per summary from experiment 4. The black
circles in Figure 1a show the correlation between
these first three crowd evaluations from experiment
4 and crowd evaluation from experiment 2. The
correlation coefficients range from 0.497 to 0.587
for all six measures, indicating a moderate re-test
reliability of crowd evaluation.

However, choosing the first 3 out of 24 crowd
raters for correlation analysis is neither a conscious
nor reliable choice. Would we still get the same
correlations if some of the remaining 21 crowd
workers would have completed the task before the
first three considered above? To investigate this,
we randomized 100 times the order of 24 crowd
evaluations and selected the first three evaluations
to correlate them with the evaluation from experi-
ment 2. Figure 1a shows the scatter plots for these
correlations, ranging from weak to strong for all six
measures. We see a noticeable difference between
the initial correlations (black circles in Figure 1a)
and randomizations. Here, we observed that the
correlations ranged from 0.2 to 0.75, showing that
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(a) (b)

Figure 1: Spearman correlations of crowd evaluations from experiment 4 as 100 randomized groups of 3 crowd
workers with crowd evaluations from experiment 2 (a) and Spearman correlations of crowd evaluations from ex-
periment 4 as 100 randomized groups of 12 crowd workers with the remaining 12 crowd workers (b)

the crowdsourcing experiments with three crowd
workers per summary still include high degree of
unpredictability and can only be moderately reli-
able.

If we increase the number of crowd workers per
item, can we overcome this unpredictability? To
investigate this, we divided the existing data from
experiment 4 into two random groups, two groups
each with 12 crowd workers per item, and calcu-
lated Spearman correlations between them. Figure
1b shows the correlation between these two ran-
domized groups for the nine quality measures. In
comparison to Figure 1a, the slope of randomized
correlations in Figure 1b is lower and the mean
correlation of randomizations is very strong except
for PU and SI which are strong (ρOQ = 0.874,
ρGR = 0.858, ρNR = 0.799, ρRC = 0.857,
ρFO = 0.815, ρSC = 0.874, ρSU = 0.848,
ρPU = 0.626, ρSI = 0.793).

This result proves that the reliability of crowd-
sourcing experiments depends on the number of
crowd workers per item and reliable crowdsourc-
ing results cannot be achieved with three crowd
workers per item.

4.2 Effect of Expertise and Environment

To investigate the effect of expertise and environ-
ment on the human summarization evaluation, we
compare the results from experts (experiment 3),
crowdsourcing (experiment 4), and laboratory (ex-
periment 5) experiments, which are conducted on
the same data set with the same task design.

Figure 2 shows the boxplots of expert, crowd,
and laboratory ratings for nine quality measures.
Here, we see that the experts used the upper end of

Figure 2: Boxplots of expert evaluations (blue), crowd
evaluations (green) and laboratory evaluations (orange)
for crowd summaries

the scale more often than the non-experts and gave
higher ratings on average. Further, the non-expert
evaluations are slightly negatively skewed using a
smaller portion of the scale.

To explore if these differences statistically signif-
icant, we calculated the non-parametric ANOVA,
Kruskal-Wallis Test, between expert, crowd, and
laboratory ratings. The test results revealed no sig-
nificant difference between the expert and crowd
evaluations except for PU and between the crowd
and laboratory except for SI. However, the expert
evaluations differed significantly from laboratory
evaluations. Experts gave significantly higher rat-
ings than the laboratory participants for all mea-
sures except for SU and SI. Here, we observe that
significant differences exist only between the in-
trinsic evaluations indicating that the intrinsic eval-
uations require more expertise than the extrinsic
evaluation.

Additionally, we calculated the Spearman corre-
lations of expert evaluations with crowd and labora-
tory for all nine measures as shown in Figure 3. We
found that the correlation magnitudes between ex-
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Figure 3: Spearman correlations between expert and
laboratory, expert and crowd, and crowd and laboratory
for the nine quality measures

pert and laboratory and between expert and crowd
were very similar, ranging from moderate to very
strong. However, the correlations between crowd
and lab were very strong except for PU and re-
markably higher than the correlations with experts.
These results show that the environment does not
have a significant effect on human evaluation, but
the level of expertise affects the human evaluation.

4.3 Effect of Data Quality

To analyze the effect of the data quality itself on
human evaluation, we compare the correlations
between expert (experiment 3) and crowd (ex-
periment 4) for crowd-generated summaries with
the correlation between expert (experiment 7) and
crowd (experiment 8) for TextRank-generated sum-
maries. On average, the correlations for TextRank
summaries for nine quality measures were 0.12
points lower than the crowd summaries. To deter-
mine if this is a significant difference, we applied
Zou’s confidence intervals test for independent vari-
ables (Zou, 2007) and found out that the differences
were not statistically significant except for SC.

Further, we calculated non-parametric T-test, the
Mann-Whitney U test, between crowd and expert
ratings for TextRank summaries. The results re-
vealed that the crowd workers rated OQ, RC, FO,
SU, and PU of TextRank summaries significantly
lower than the experts. In contrast, when evaluat-
ing crowd summaries, crowd ratings did not differ
significantly from experts except for PU. This re-
sult indicates that crowd workers tend to give lower
ratings than the experts for machine-generated sum-
maries. However, the summary generation method
does not affect the rank-order of their ratings, and
the correlation between crowd and expert do not
differ from each other significantly both for human-
and machine-generated summaries.

4.4 Goodness of Automatic Metrics: With
whom to compare?

The goodness of automatic summarization evalua-
tion metrics is generally measured by their corre-
lation to human evaluations, usually expert evalu-
ations (Bhandari et al., 2020). In this section, we
compare the correlations of commonly used auto-
matic metrics ROUGE (Lin, 2004) and BERTScore
(Zhang* et al., 2020) with expert and crowd eval-
uations for TextRank summaries to find out if the
crowd workers can be used instead of experts.

ROUGE-1 ROUGE-2 ROUGE-L BERTScore

OQex 0.636 0.680 0.675 0.582
OQcr 0.576 0.526 0.499 0.552
SUex 0.467 NS 0.397 NS
SUcr 0.657 0.586 0.592 0.614
SIex 0.542 0.546 0.527 0.501
SIcr 0.421 0.506 0.504 0.424

NS: Not significant

Table 3: Spearman correlations of ROUGE-1,
ROUGE-2, ROUGE-L and BERTScore with expert
and crowd evaluations for TextRank summaries

As human evaluation measures, we only con-
sidered the OQ, SU, and SI because the automatic
metrics are content-based metrics and should rather
be compared to content-based human evaluations
(Lloret et al., 2013). Table 3 shows the correlations
of ROUGE and BERTScore with OQ, SU, and
SI measured by experts and crowd. To determine
if these correlation differences are significant, we
applied Zou’s confidence intervals test for overlap-
ping dependent variables and found out that there
is no significant difference between any correlation.
This result indicates that crowd workers can be
used instead of experts to determine the goodness
of automatic metrics.

5 Conclusion and Future Work

In this paper, we report a comparative analysis of
series of human evaluation experiments with crowd
workers, laboratory participants, and experts on
two different data sets to determine the reliability
of human evaluation for text summarization.

However, the research papers with expert evalua-
tions for summarization have not reported any me-
diation meetings, let alone only 19 % reported the
inter-rater agreement scores in the range of 0.3-0.5
(van der Lee et al., 2021). This raises the question
of expert reliability, and to avoid that, we recom-
mend having mediation meetings with experts for
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reliable expert evaluation based on our results in
section 4.1.1. With our analysis, we showed that
mediation meetings are elementary to assure the
reliability of expert evaluations for all quality mea-
sures.

Further, we found out that the number of crowd
workers per item determines the crowd evaluation’s
reliability. van der Lee et al. (2021) showed only
57 % of papers specified number of evaluators and
the median was 3 among the papers which have
reported the evaluator number. But our analysis
in Section 4.1.2 showed that when using crowd-
sourcing, three crowd workers per item can only
deliver moderately reliable results and around ten
or more different crowd workers should evaluate
each summary. This result is also inline with our
previous findings in Iskender et al. (2020b,a).

While the environment (crowd vs. lab) does
not affect the human evaluations, the level of ex-
pertise might have affected the human evaluation.
Although there are mostly strong correlations be-
tween the experts and non-experts, their evaluations
do not match 100%. Depending on the evaluation
aim or the end-user group of the summarization
system, the evaluator’s expertise should be deter-
mined, e.g., summarization systems developed for
naive end-users should be evaluated by the naive
end-users rather than the experts, and expert sys-
tems should be evaluated by linguistic experts.

Additionally, the summary generation method
(human vs. machine) might cause a bias in crowd
assessments. Because of machine summaries’ un-
naturalness, the crowd workers tended to rate ma-
chine summaries lower than the experts. The feed-
back that the summaries were very “unnatural” and
“robotic” from the crowd workers in experiment 8
also confirms this finding. But still, crowd work-
ers can be used as a direct substitute for experts
to determine the goodness of automatic evaluation
metrics developed for machine summaries.

However, this paper has some limitations regard-
ing the data set and task design. We used one task
design with a single rating scale (5-point MOS
scale) and the same set of definitions and explana-
tions for our evaluation criteria in all our experi-
ments, which were conducted on small sized data
sets. In future work, we plan to include different
human evaluation criteria, compare different rating
scales with each other, conduct A/B testing with a
second task design, which includes improved def-
initions of evaluation criteria based on the expert

mediation sessions, and expand the data set size to
increase the statistical power of our analysis. Ad-
ditionally, we plan to conduct virtual mediation
sessions between two or three crowd workers to
find out if we can reach similar results to experts
with a small number of crowd workers.

Despite the limitations of our paper, we believe
that this paper makes a significant contribution to
human evaluation research of text summarization.
As Table 1 demonstrates, the time and organiza-
tional efforts and the cost of human experiments
can be enormous. Especially, conducting labora-
tory and expert experiments required high organiza-
tional effort, and these experiments were completed
in months while crowdsourcing experiments usu-
ally were finished in a couple of days. This shows
how burdensome and time-consuming conducting
human evaluation can be, which is a great chal-
lenge in a fast-moving field like summarization.
Therefore, finding reliable ways of using crowd-
sourcing can be a promising solution and we hope
to see more research in this field.
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Abstract

Recent studies emphasize the need of docu-
ment context in human evaluation of machine
translations, but little research has been done
on the impact of user interfaces on annota-
tor productivity and the reliability of assess-
ments. In this work, we compare human as-
sessment data from the last two WMT eval-
uation campaigns collected via two different
methods for document-level evaluation. Our
analysis shows that a document-centric ap-
proach to evaluation where the annotator is
presented with the entire document context on
a screen leads to higher quality segment and
document level assessments. It improves the
correlation between segment and document
scores and increases inter-annotator agreement
for document scores but is considerably more
time consuming for annotators.

1 Introduction

Recently, several studies have suggested that docu-
ment context is required for the reliable human eval-
uation of machine-translated documents (Castilho
et al., 2020; Laubli et al., 2020). With the improved
performance of neural machine translation systems
(NMT) over the past years, this is particularly im-
portant when assessing the potential for human
parity or super-human performance of MT systems
(Läubli et al., 2018; Toral et al., 2018). Following
these recommendations, the WMT Conference on
Machine Translation1 has moved towards adopting
and presenting document context in their human
evaluation campaigns of 2019 and 2020 (Barrault
et al., 2019, 2020). The WMT campaigns are the
largest academic efforts on human evaluation of
machine-translated news articles in the field, run-
ning yearly since 2007.

At WMT19, the previous segment-level direct
assessment evaluation (Bojar et al., 2017, 2018) —

1http://www.statmt.org/wmt20/

where translated segments were presented to evalu-
ators2 in random order — was extended by intro-
ducing “segment ratings with document context”
(Barrault et al., 2019), and assessments of both,
individual segments and entire documents, were
collected. In this approach, segments from a sin-
gle document translated by the same MT system
were provided sequentially to evaluators in the or-
der as they appear in the document, only one seg-
ment shown at a time (Fig. 1a), followed by the
entire document comprised of already scored seg-
ments (Fig. 1b). WMT 2020 (Barrault et al., 2020)
implemented a more document-centric approach,
displaying the full translated document on a sin-
gle screen (Fig. 1c) for most of the out-of-English
language pairs.

While the change was primarily about the user in-
terface (UI), we believe it can impact the quality of
document-level evaluation to a large extent. Toral
(2020) has noticed potential issues arising from
the limited inter-sentential context in the WMT19
method, in which the evaluator does not have con-
tinuous access to all segments from the document.
Unable to revisit previous sentences and never see-
ing subsequent sentences, the evaluator might for-
get or lack access to important details necessary to
rate the current segment. On the other hand, dis-
playing a long document on a screen can notably
increase cognitive load, potentially lowering reli-
ability of assessments over time (Gonzalez et al.,
2011), and increase annotation time and costs, es-
pecially at the scale of the WMT evaluation cam-
paigns.

In this work, we compare human assessment
scores collected during the last two WMT evalua-
tion campaigns and analyze the impacts of the user
interface changes between these campaigns. We
also attempt to determine whether switching to the

2In this work, we use the terms evaluator and annotator
interchangeably.
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(a) The segment-level portion of the WMT19 interface.

(b) The document-rating portion of the WMT19 interface. (c) The document-centric WMT20 interface

Figure 1: Screen shots of the Appraise interfaces used for the WMT19 (left) and WMT20 (right) human evaluation
campaigns.

document-centric UI was an improvement to the
human evaluation procedure and should be adopted
in future editions of WMT for all language pairs.
We examine if and to what extent human raters
make use of the document context, estimate the
reliability of document ratings collected through
both interfaces, and study potential additional costs
resulting from the document-centric evaluation at a
large scale.

2 Document context in human evaluation
of MT outputs

Recent research emphasized the importance of doc-
ument context in human evaluation of machine
translation, especially in terms of accessing po-
tential human parity or super-human performance
(Läubli et al., 2018; Toral et al., 2018; Graham
et al., 2020; Toral, 2020).

Several works have compiled sets of recommen-
dations for document-level evaluation. For exam-
ple, Laubli et al. (2020) recommend evaluation
of documents instead of independent sentences as
translators tend to judge machine translation more
favourably if they cannot identify errors related to

textual coherence and cohesion due to lack of con-
text. Castilho et al. (2020) have examined the nec-
essary context span needed for evaluation across
different domains, and for relatively short docu-
ments like news articles, the authors recommend
presenting the whole document during the assess-
ment of individual segments. Using document con-
text has also been recommended by Toral (2020)
who reported that this information was needed for
evaluators to rank systems in a contrastive eval-
uation setting. Having the text available during
the assessment of fluency or adequacy might be
essential for some evaluators who spend more time
reading than assessing (Castilho, 2020).

Although the literature is consistent about the
need of document context in human evaluation of
MT, little research has been done on the impact of
experimental design and user interfaces on annota-
tor productivity and the reliability of assessments in
this context. The existing research on experimental
designs for machine translation evaluation focuses
on contrasting direct assessments with pairwise
rankings (Novikova et al., 2018; Sakaguchi and
Van Durme, 2018) and not on the optimal presenta-
tion of the document-level information. However,
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even the simple UI design decision of aligning doc-
ument translations on the sentence level impacts ef-
ficiency of some evaluators (Popović, 2020). With
this work, we want to promote that direction of
research.

3 Document-level human evaluation
campaigns at WMT

During the WMT evaluation campaigns of 2019
and 2020, segment and document-level assess-
ments of document translations were collected, but
using different methods and thus user interfaces.
Both were implemented in the Appraise evaluation
framework (Federmann, 2018) as a source-based di-
rect assessment task (Graham et al., 2013; Cettolo
et al., 2017), i.e. all segments and entire documents
were judged on a continuous scale between 0 and
100 by bilingual annotators.

3.1 The WMT19 interface

At WMT19, the evaluation of a translated docu-
ment consisted of two parts: first, an evaluator
would rate all individual segments in a document
translated by one MT system, one by one, in the
order they appear in the document, followed by
assigning a single score to the whole document.
Evaluators would be presented with the translation
of a single segment (a source sentence and its trans-
lation) per screen, or the translation of the entire
document. Figures 1a and 1b depict segment-level
and document-level portions of the interface, re-
spectively.

This method was a simple document-level exten-
sion of the purely segment-level evaluations hosted
during the previous editions of the WMT evaluation
campaigns and did not require significant changes
to the UI. A consequence of this approach was lim-
ited inter-sentential context as discussed by Toral
(2020), since evaluators could not revisit the previ-
ously rated segments nor see subsequent ones. A
rating decision could not be corrected in the light
of the later-revealed context.

3.2 The WMT20 interface

At WMT20, both segment-level and document-
level evaluations were performed on one screen.
An evaluator would be presented with a transla-
tion of the entire document produced by one MT
system. The document and its translation would
be placed on a single vertically scrollable screen
in two columns with source sentences on the left

Statistic WMT19 WMT20

All Languages cs, de, fi, gu cs, de, iu, jp
kk, lt, ru, zh pl, ru, ta, zh

Annotators 1,271 1,213
Seg. judgements 207,916 186,813
Doc. judgements 12,907 13,790

L4 Languages cs, de, ru, zh cs, de, ru, zh
Annotators 779 746
Seg. judgements 127,178 115,571
Doc. judgements 7,894 10,019

Table 1: Statistics of data from the WMT19 and
WMT20 campaigns, including languages, the total
number of annotators and collected segment-level and
document-level scores, after excluding documents with
quality control items.

and their machine-translated counterparts on the
right, aligned at segment-level. Figure 1c depicts a
screenshot of this interface.

In the default scenario, the evaluator would be
rating individual segments sequentially and, after
rating all segments, on the same screen, the evalua-
tor would rate the translation of the entire document
at the bottom of the screen. Evaluators could, how-
ever, re-visit and update scores of previously rated
segments at any time while still assessing the given
document. They could also expand all sliders in-
dividually or in full, allowing them to take in all
previously assigned scores.

4 Human assessment data

In our experiments, we utilize the human assess-
ment data collected at the WMT19 and WMT20
evaluation campaigns. We limit the data to out-
of-English language pairs as the into-English eval-
uation at WMT20 was done using the WMT19
method of reference-based DA and assessed by
crowd workers instead of translators and re-
searchers. Each annotator account provided 200
segment-level scores, and a number of document-
level scores depending on the length of documents
in the annotator’s sample. From our analysis, we
exclude all documents that contain one or more
quality control segments, which constitute about
12% of all segments.3

We use similar amounts of assessments from
both campaigns, as seen in Table 1: WMT19 pro-
vided 208K segment and 13K document ratings,
while 187K and 14K were collected for WMT20,
respectively. We either compare data collected for

3Please refer to Barrault et al. (2020) for more details on
the quality control methods used at WMT.
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WMT19 WMT20
Avg. Std. Avg. Std. ∆ (%)

Annotation time for a task (200 seg.) 1:06:08 ± 21:47 1:51:09 ± 51:12 +68.1

Total time for documents <10 seg. 02:02 ± 01:00 02:48 ± 01:44 +37.1
Total time for documents >20 seg. 06:54 ± 02:48 12:01 ± 07:53 +74.0

Time for 1st half of documents 02:06 ± 01:09 02:44 ± 02:05 +30.5
Time for 2nd half of documents 01:50 ± 00:58 01:53 ± 01:22 +2.4
Time for first 3 seg. in documents 00:52 ± 00:24 01:26 ± 01:02 +66.3
Time for last 3 seg. in documents 00:42 ± 00:18 00:51 ± 00:30 +20.4

Time for single segment score 00:16 ± 00:06 00:24 ± 00:13 +47.4
Time for single document score 00:12 ± 00:09 00:06 ± 00:04 -42.7

Table 2: Average annotation times with standard deviations for tasks, documents, parts of documents and segments
in the (hours):minutes:seconds format.

all eight languages in each campaign or only sub-
sets from four languages that were present in both
years, i.e. Czech, German, Russian, and Chinese,
minimizing differentiation factors between the data.
Note that the WMT19 and WMT20 assessment
data concern disjoint sets of segments as different
test sets and MT systems were evaluated in both
campaigns. We are interested in general patterns
in the data at a larger scale, so we do not perceive
this as an issue, but are aware of the fact in our
conclusions. In a more ideal situation, we would
have been able to perform A/B testing of different
interfaces at the same campaign, but this was not
an available option during the actual campaigns.

5 Experiments on WMT data

We aim at comparing the WMT19 and WMT20
interfaces for segment and document-level human
assessments of MT outputs by analyzing the data
that has been collected using both methods. We
analyze annotation times, compare correlations of
document and averaged segment ratings, and exam-
ine the inter-annotator agreement.

5.1 Annotation times

We analyze annotation times to examine if and to
what extent document context is used by annota-
tors if it is available to them during assessment of
individual segments.

In both interfaces, two timestamps were col-
lected for each segment or document. In WMT19,
timestamps were recorded when a new page opened
and when an annotator submitted a score. In the
WMT20 document-level interface timestamps were
recorded when a segment was (automatically or
manually) expanded and when a score was submit-
ted. Note that in the WMT20 campaign, annotators

see all segments during the assessment of the doc-
ument and can read ahead even before the first
timestamp is collected. This could make the col-
lected annotation times for WMT20 slightly less
reliable.

We report annotation time statistics only for eval-
uators who completed their task consisting of 200
segments (74% of evaluators at WMT19 and 84%
at WMT20). Very quickly annotated items indi-
cate users who potentially gamed the task and as-
signed random scores. Items that took an excessive
amount of time were likely interrupted with unre-
lated activity or otherwise idle. In order to account
for these situations, we remove data points with
values smaller than the 10th percentile or larger
than the 90th percentile. The results are shown in
Table 2.

Our observations are as follows:

• Providing the full document context increases
the total annotation time per task by 68%
on average. This suggests that annotators
do read the context and use it during assess-
ments. Significantly increased annotation
time raises the question about cost efficiency
of the document-centric evaluations.

• The more context is available, the more
time annotators spend on studying it: during
WMT20, annotators spent 74% more time on
documents with 20 or more segments than on
documents of similar length during WMT19,
whereas the per-document annotation time for
shorter documents with 10 or fewer segments
increased by only 37%.

• Comparing the average annotation times for
segments from the beginning of the document
with those farther into the documents, we can
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Aggregation WMT19 WMT20 ∆

Avg. seg. score 0.907 0.923 0.016
Min. seg. score 0.723 0.736 0.013
Max. seg. score 0.584 0.628 0.044
Avg. of first 5 seg. 0.845 0.861 0.015
Avg. of last 5 seg. 0.883 0.899 0.016

Avg. short doc. 1st half 0.827 0.841 –
Avg. short doc. 2nd half 0.887 0.901 –
Avg. long doc. 1st half 0.868 0.893 –
Avg. long doc. 2nd half 0.894 0.909 –

(a) All languages

Aggregation WMT19 WMT20 ∆

Avg. seg. score 0.862 0.919 0.057
Min. seg. score 0.658 0.761 0.103
Max. seg. score 0.520 0.648 0.128
Avg. of first 5 seg. 0.786 0.865 0.078
Avg. of last 5 seg. 0.830 0.903 0.073

(b) 4 common languages (cs, de, ru, zh)

Table 3: Pearson correlations between document-level
scores and different aggregations of segment-level
scores: average, minimum, maximum, average of first
or last 5 segments in the document.

see that with the WMT20 interface annota-
tors significantly increase the pace of annota-
tion throughout the assessment of segments
in a document. this is much less prominent
for WMT19, which suggests that annotators
do read the context ahead before making as-
sessments (Castilho, 2020) and that they can
memorize and make better use of the preced-
ing context if it is available to them at all time.

As described in Section 3, the new interface al-
lowed annotators to revise any segment score in a
document before submitting the document score.
We found that annotators did not use this feature
often, and only 1.9% segment-level scores were
revised, which resulted in 9.0% documents with
one or more revised scores.

These observations suggest that annotators do
make use of the available context and spend ad-
ditional time studying it. Whether using that con-
text results in more reliable quality assessments
at segment and document level remains however
unanswered.

5.2 Correlation of document and
segment-level judgements

We measure the similarity between document-level
scores and aggregated segment-level scores using
different statistics, for example an average, from

the same documents. We use the Pearson coeffi-
cient as the correlation measure (Freedman et al.,
2007). We hypothesize that an increased correla-
tion may be contributed to an improved capability
of the user interface for reliable assessment of doc-
ument translations by annotators.

Our main results are presented in Table 3 and Fig-
ure 2. We excluded all documents that contained
one or more segments used for quality control (26%
and 22% for WMT19 and WMT20, respectively)
before computing the correlation statistics. We did
not exclude scores from users who did not pass the
quality control as this is not practiced by the WMT
organizers when computing human rankings of MT
systems for out-of-English languages. These users
contributed only a small fraction of the data and ex-
cluding their scores does not meaningfully change
the results. The scores were not standardized prior
to computation.

We observe the following effects of the WMT20
interface compared to the WMT19 interface:

• We can see consistently higher correlations
between document-level scores and all tested
aggregations of segment-level scores for
WMT20. This effect is even more prominent
on the four common language pairs used in
both campaigns.

• Document-level scores show the highest corre-
lation with the averaged segment-level scores.
The very high correlation of 0.92 indicates
that the average of segment ratings from a
document might be used as a reasonable ap-
proximation of the final document ratings in
the document-centric evaluation. This might
justify dropping the final document score from
the assessment.

• The lowest segment score in documents cor-
relates better with the overall document score
than the highest segment score (Min. seg.
vs Max. seg.). Intuitively, badly translated
segments may impact the overall perception
of the document quality more than higher-
quality segment translations, or this could be
attributed to the fact that shorter sentences
are more likely to be translated correctly, but
annotators may not see them as contributive
to the overall document translation quality as
longer sentences.

• Regardless of the user interface, segments
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Figure 2: Pearson correlations between document-level
and the average of segment-level scores in relation to
the number of segments in the document (4 common
languages).

from the end of a document influence assess-
ment of the entire document more than seg-
ments from the beginning of the document
(Avg. of first 5 vs Avg. of last 5). From this,
we do not observe that showing segments se-
quentially penalizes the very first segments
in the document in contributing to the overall
document score. However, the comparison of
correlations for short and long documents (up
to 10 segments, or more than 20 segments;
bottom part of Table 3a) reveals that WMT20
seems to improve the contribution of early
segments to the document score for long doc-
uments.

• In Figure 2, we computed correlations for av-
eraged segment-level scores in relation to the
number of segments in documents. Interest-
ingly, for WMT20, the correlation increases
for the longest documents (more than 25 seg-
ments).

The same trends are observed if Spearman’s or
Kendall’s rank correlation coefficients are used in-
stead of Pearson’s correlation coefficient.

5.3 Inter-annotator agreement
We compute annotator agreement as a measure of
reliability between annotators with Cohen’s kappa
coefficient (Cohen, 1960)

κ =
Pa − Pe

1− Pe
,

where Pa is the observed proportion of times that
two annotators agree, and Pe is the expected mean
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Figure 3: Inter-annotator agreements (Cohen’s kappa,
t = 15) for document-level and averaged segment-level
scores in relation to the number of segments in the doc-
ument (4 common languages).

proportion of agreement due to chance. Values of
κ close to 0 are interpreted as no agreement and κ
is equal to 1 if there is perfect agreement.
Pa is computed from pairwise comparisons of

all documents that have been annotated by two
or more annotators by counting the proportion of
times that two annotators agree on the score.4 It is
assumed that two annotators agree if their assigned
scores si and sj differ no more than a predefined
tolerance t, i.e. |si − sj | ≤ t.
Pe is constant for a given t and computed as the

sum of probabilities of randomly assigning a score
within the tolerance t (inclusive) over all possible
scores from 1 to 100, i.e.:

Pe =
∑

i∈[1,100]

min(i+ t, 100)− max(i− t, 0) + 1

1002
.

Examples of Pe for different t are presented in
Table 5.

We compute inter-annotator agreement (IAA)
for t = 5, 10, 15, 20, 25, 30, and compare agree-
ment for document-level and averaged segment-
level scores, presenting the results in Table 4. Since
there are very few annotators who have anno-
tated the same documents more than once, we do
not compute document-level intra-annotator agree-
ment.

Here, our main observations are as follows:

• Obviously, the larger the tolerance t, the
higher the agreement. Because the average dif-

4If a document is annotated by more than two annotators,
pairwise comparisons between all annotators are counted.
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Doc. scores Avg. seg. scores

t WMT19 WMT20 ∆ WMT19 WMT20 ∆

5 0.110 0.118 0.007 0.148 0.132 -0.016
10 0.195 0.215 0.020 0.290 0.254 -0.036
15 0.280 0.333 0.053 0.433 0.390 -0.044
20 0.378 0.443 0.065 0.560 0.514 -0.046
25 0.481 0.554 0.073 0.669 0.634 -0.035
30 0.559 0.639 0.080 0.760 0.737 -0.023

Documents 12,907 13,790
Distinct documents 10,132 7,020

With multiple judgements 26.2% 66.1%

(a) All languages

Doc. scores Avg. seg. scores

t WMT19 WMT20 ∆ WMT19 WMT20 ∆

5 0.115 0.124 0.009 0.182 0.144 -0.039
10 0.202 0.226 0.024 0.329 0.272 -0.057
15 0.302 0.343 0.040 0.481 0.406 -0.075
20 0.403 0.456 0.053 0.637 0.536 -0.101
25 0.509 0.569 0.059 0.756 0.657 -0.100
30 0.580 0.648 0.068 0.851 0.753 -0.098

Documents 7,894 10,019
Distinct documents 6,376 4,798

With multiple judgements 23.0% 74.3%

(b) 4 common languages (cs, de, ru, zh)

Table 4: Inter-annotator agreement (Cohen’s kappa) on document-level scores and averaged segment-level scores
for different tolerances t, i.e. two scores are assumed equal if they differ no more than t.

t 5 10 15 20 25 30

Pe 0.107 0.199 0.286 0.368 0.445 0.517

Table 5: Examples of Pe for different tolerances t.

ference of document-level and segment-level
scores for documents assessed multiple times
is between 15.0 and 19.6 (not shown in the
table), we can assume that a t value of 15 or
20 is the most reasonable. In this case, the
inter-annotator agreement is fair or sometimes
moderate according to the recommended inter-
pretation scale proposed by Landis and Koch
(1977).

• For both methods, agreement for document-
level scores is lower than for segment-level
scores. This confirms the finding of Castilho
(2020) that document-level evaluation efforts
where annotators assign one score per docu-
ment leads to lower levels of inter-annotator
agreement for adequacy when compared to
segment-level evaluation. In contrary to that
work, our analysis is done at a much larger
scale and for multiple language pairs.

• Inter-annotator agreement of document-level
scores is higher for WMT20 than for WMT19
(4th column). Interestingly, the opposite is
true for averaged segment-level scores (7th
column), and it is even more prominent for
the subset of four common languages. We
will discuss this some more in Section 6.

• As shown in Figure 3, inter-annotator agree-
ment decreases with increasing document
length for WMT20, but it flattens for the
longest documents in the case of WMT19.

In Appendix A we provide inter-annotator agree-
ment results computed with the Krippendorff’s al-
pha coefficient (Hayes and Krippendorff, 2007) for
reference.

6 Discussion

In the presented experiments, we have observed
interesting differences in correlation and inter-
annotator agreement for long documents. In
WMT19, for long documents, the correlation be-
tween segment-level scores and document-level
scores significantly decreases, while IAA flattens
out and eventually ends up being higher than for
WMT20. We think this might be an effect of cogni-
tive overload when annotators are presented with
long document translation text pairs without visual
help in the form of sentence alignment and similar
hints.5 A large wall of text might discourage anno-
tators and they might fall back to assigning default
or less diverse “safe” scores. Analyzing annotation
times in relation to the document length, presented
in Figure 4 supports this explanation. The average
time of document ratings flattens for documents
longer than 20 segments for WMT19, while it in-
creases for WMT20.

Another non-intuitive observation we have made
is that the inter-annotator agreement for aver-
aged segment scores is higher in WMT19 than in
WMT20. The agreement for document scores is, as
expected, consistently higher for WMT20. If this is
not solely attributed to the different data sets used
in both campaigns, we would explain it by a ten-
dency of annotators to assign higher scores if they
cannot identify errors due to insufficient context

5See the example on Figure 1b consisting only of 6 seg-
ments. A thoughtful evaluation of an article with 20 or more
segments would appear even more challenging.
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Figure 4: Annotation times (sec.) for single segment or
document score in relation to the number of segments
in the document (all languages).

(Laubli et al., 2020), which may occur for WMT19
because of its limited inter-sentential context. An-
other explanation would be that the WMT20 inter-
face presenting all sentences from the document at
once, encourages annotators to assign more diver-
sified scores across segments; this may then lower
the agreement at segment level. However, we were
not able to confirm this based on an analysis of
histograms of segment scores and their standard
deviations.

Our study is conducted post-hoc, i.e. we cannot
test for scenarios that were not anticipated during
the actual evaluation campaigns. A more conclu-
sive interpretation would require A/B testing with
the same sets of documents, translations and an-
notators used for both evaluation methods. Nev-
ertheless, we think that the presented comparison
of two WMT evaluation campaigns supports the
assumption that the document-centric evaluation
conducted during WMT20 produced more reliable
document ratings. We believe this to be an im-
portant finding because higher quality of collected
document assessments should help to avoid statis-
tical issues arising from low statistical power as
observed by Graham et al. (2020).

7 Summary

In this work, we have compared two methods for
document-level human evaluation of MT outputs
through an analysis of the large-scale human as-
sessment data from WMT evaluation campaigns,
consisting of 8 different out-of-English language
pairs. Our main findings are:

• Showing the entire document can extend the

annotation time of individual segments by as
much as 68% — presumably because annota-
tors make use of the available context during
evaluation.

• Annotators rarely change their segment-level
ratings even if this option is available to them.
Nevertheless, in some instances they do.

• Annotators tend to rate documents more con-
sistently with their segment ratings if the en-
tire document context is available at all time.

• In the document-centric evaluation, document
ratings can be approximated reasonably well
by averaged segment level scores.

• Inter-annotator agreement for document rat-
ings increases if segment level evaluation is
made in the global context.

Our analysis suggests that not only the entire
document context is needed for reliable human
evaluation of news translations, as recent studies
have shown, but that the method in which the con-
text is presented to evaluators is also important
for collecting good-quality segment and document-
level assessments. We conclude that the WMT20
method produces more reliable ratings, and thus
can be adopted for future editions of the WMT
document-level human evaluation campaigns for
all languages.

In future work, we plan to strengthen our find-
ings by comparing the WMT19 and WMT20 meth-
ods in A/B testing with common sets of documents,
translations and annotators for both settings.
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Samuel Läubli, Rico Sennrich, and Martin Volk. 2018.
Has machine translation achieved human parity? a
case for document-level evaluation. In Proceed-
ings of the 2018 Conference on Empirical Methods
in Natural Language Processing, pages 4791–4796,
Brussels, Belgium. Association for Computational
Linguistics.

Jekaterina Novikova, Ondřej Dušek, and Verena Rieser.
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A Appendix

Table 6 and Figure 5 provide inter-annotator agree-
ment for document-level and averaged segment-
level scores in the form of Krippendorff’s alpha
coefficient (Hayes and Krippendorff, 2007) for 4
common languages from WMT19 and WMT20.
We present coefficients computed with interval and
ratio metrics, and for a direct comparison with the
results presented in Section 5.3, with the nominal
metric with different tolerances t, i.e. two scores
are assumed equal if they differ no more than t.

Krippendorff’s alpha coefficients computed us-
ing the interval or ratio metrics do not show the
higher agreement on document ratings for WMT20
compared to WMT19 that has been observed with
Cohen’s Kappa, but the difference is again smaller
than for averaged segment ratings. Coefficients
computed using the nominal metric with tolerance
thresholds align with the inter-annotator agreement
results obtained with the other statistic measure.

Doc. scores Avg. seg. scores

t WMT19 WMT20 ∆ WMT19 WMT20 ∆

Inter. 0.340 0.282 -0.058 0.465 0.297 -0.168
Ratio 0.294 0.246 -0.048 0.461 0.277 -0.184

5 0.030 0.046 0.016 0.060 0.053 -0.007
10 0.061 0.077 0.016 0.103 0.085 -0.018
15 0.100 0.130 0.030 0.194 0.138 -0.056
20 0.153 0.188 0.035 0.329 0.202 -0.127
25 0.237 0.258 0.021 0.462 0.290 -0.172
30 0.286 0.311 0.025 0.612 0.370 -0.242

Table 6: Inter-annotator agreement (Krippendorff’s al-
pha) on document-level and averaged segment-level
scores for different metrics (4 common languages).
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Abstract

We evaluate the use of direct intrinsic word
embedding evaluation tasks for specialized lan-
guage. Our case study is philosophical text:
human expert judgements on the relatedness
of philosophical terms are elicited using a
synonym detection task and a coherence task.
Uniquely for our task, experts must rely on
explicit knowledge and cannot use their lin-
guistic intuition, which may differ from that of
the philosopher. We find that inter-rater agree-
ment rates are similar to those of more con-
ventional semantic annotation tasks, suggest-
ing that these tasks can be used to evaluate
word embeddings of text types for which im-
plicit knowledge may not suffice.

1 Introduction

Philosophical research often relies on the close
reading of texts, which is a slow and precise pro-
cess, allowing for the analysis of a few texts only.
Supporting philosophical research with distribu-
tional semantic (DS) models (Bengio et al., 2003;
Turney and Pantel, 2010; Erk, 2012; Mikolov et al.,
2013) has been proposed as a way to speed up the
process (van Wierst et al., 2016; Ginammi et al., in
press; Herbelot et al., 2012), and could increase the
number of analysed texts, decreasing reliance on
a canon of popular texts (cf. addressing the great
unread, Cohen, 1999). However, we cannot eval-
uate semantic models of philosophical text using
a general English gold standard, as philosophical
concepts often have a very specific meaning. For
example, the term abduction, usually meaning a
kidnapping, denotes a specific type of inference
in philosophy (Douven, 2017). Therefore, models
must be evaluated in a domain-specific way.

The critical difference between the general case
and the philosophy case is the following. It is easy
to find native speakers of e.g. British English who
have a good intuition of the meaning of its terms in

general use, and the relations between them. This
yields e.g. the SimLex-999 word similarity dataset
(Hill et al., 2015), covering frequent words and
their typical senses. More difficult is finding ‘na-
tive speakers’ who have an intuition of the meaning
of the terms used by a particular philosopher. The
only candidate would be that philosopher them-
selves, and even then, the meaning of some of the
terms used is the result of explicit analysis and def-
inition rather than implicit language knowledge of
the philosopher. Uncommon terms with highly spe-
cific meanings are explicitly defined and debated,
leading them to differ between philosophers or
even within the works of a single philosopher. Any
accurate evaluation or annotation would require ex-
pert knowledge, and methods that can incorporate
explicit knowledge, rather than judgements based
on implicit knowledge of a standard language or
jargon by one of its speakers.

We test two direct evaluation methods for DS
models described by Schnabel et al. (2015) on our
case study, the works of Willard V. O. Quine, a 20th
century American philosopher. Instead of native
English speaking crowdworkers, we selected ex-
pert participants who have studied this philosopher
extensively. We aim to test whether these meth-
ods produce reliable results when participants need
to use explicit rather than implicit knowledge, and
consider the methods to be successful if inter-rater
agreement matches that of other semantic evalua-
tions. More broadly, our methodological findings
apply to evaluation of DS models for specialized
domains, language for specific purposes (LSP), his-
torical language varieties or other language (vari-
eties) for which no native annotators are available.

2 Related work

Most intrinsic evaluations compare word embed-
ding similarities (e.g. in terms of cosine distance)
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to premade datasets of human similarity or relat-
edness judgements. Sets of words are created and
evaluated on semantic relations by participants,
and the similarity between the assessments and
an embedding space is used as a measure of per-
formance. In specific domains, examples of such
datasets of term ratings can be found for identifier
names in source code (Wainakh et al., 2019), in the
medical domain (Pakhomov et al., 2010, 2011; Ped-
ersen et al., 2007) and in geosciences both for En-
glish (Padarian and Fuentes, 2019) and Portuguese
(Gomes et al., 2021). The last two studies com-
pare domain-specific embeddings to general do-
main embeddings and both find that the former per-
form better. A problem of these indirect datasets is
that only naturally occurring, often high-frequency
terms without any spelling variations, are evalu-
ated, while DS models include many more vari-
ations (Batchkarov et al., 2016).

Direct intrinsic evaluation methods, where par-
ticipants respond directly to the output of models,
can be categorized as absolute and comparative
intrinsic evaluation (Schnabel et al., 2015). The
former method evaluates embeddings individually
and compares their final scores, while in the lat-
ter participants directly express their preferences
between models. To our best knowledge, the only
example of a domain-specific direct human evalua-
tion is Dynomant et al. (2019) who evaluate French
embeddings of health care terms by a human eval-
uation in which two medical doctors rate the rele-
vance of the first five nearest neighbours of target
terms from models trained on in-domain text.

In the philosophical domain some evaluations
have been conducted with other methods, some-
times incorporating expert explicit knowledge, but
none are direct. In each of these studies the work
of Quine is utilized as data. Firstly, Bloem et al.
(2019) propose a method of evaluating word em-
bedding quality by measuring model consistency,
not making use of expert knowledge. Secondly,
Oortwijn et al. (2021a) construct a conceptual net-
work which serves as a ground truth of expert
knowledge. They compare the similarity of embed-
dings for target philosophical terms to their posi-
tion in the manually created network. Here, the con-
ceptual relatedness between terms is restricted to
the property of sharing hypernyms, and only terms
that were predefined in the ground truth can be
considered for evaluation. Betti et al. (2020) intro-
duce a more elaborate ground truth that is concept-

focused, including more types of conceptual rela-
tions and including irrelevant as well as relevant
terms for better evaluation of model precision. Still,
evaluation remains restricted to terms in the ground
truth. Only using direct evaluation methods we can
attempt to evaluate all model output.

3 Task description

We perform a synonym detection task and a coher-
ence task. In these tasks, participants are asked to
judge model-generated candidate terms that seman-
tic models deem closest to a target term. In the syn-
onym detection task, participants select the most
similar word to target term t out of a set of options:
the k-nearest neighbours of the target term in each
model that is being compared. In the coherence
task, the participant selects a semantical outlier in
a set of words, where one of the words is not close
to t in the model. We refer to Schnabel et al. (2015)
for details and a comparison to other tasks for gen-
eral semantic evaluation. Our participant instruc-
tions are based on Schnabel et al., who use the in-
structions of the WordSim-353 dataset (Finkelstein
et al., 2001). But as this study focuses on explicit
knowledge, several adjustments are needed.

Although explicit knowledge is easier to verbal-
ize than implicit knowledge, it involves controlled
rather than automatic processing (Bowles, 2011;
Ellis, 2004, 2005), so our version of the task might
take longer. Yet in order to retain the required fo-
cus, the test should not take too long. We therefore
conduct a pilot study in which response times are
measured to estimate task durations, and we adapt
the size of the main study accordingly.

The original task instructions do not define simi-
larity, while other studies define it as co-hyponymy
(Turney and Pantel, 2010) or synonymy (Hill et al.,
2015). According to Batchkarov et al. (2016) defin-
ing similarity is difficult as it depends on the
context and downstream application in which the
terms are used. We keep a consistent context, both
training and evaluating in the domain of a particu-
lar philosopher, although the concern of capturing
the multidimensional concept of similarity in a sin-
gle number is valid also in this context. Gladkova
and Drozd (2016) claim participants are likely to
prefer synonyms when asked to select the most sim-
ilar word. In this study we are looking to find any
relationship present, rather than a specific one, and
expect the experts to explicitly consider this, so we
ask for relatedness. Gladkova and Drozd further
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argue that when asked for relatedness participants
must choose between various relations present, a
choice that can be subjective or random, and might
reflect other factors such as “frequency, speed of
association, and possibly the order of presentation
of words”. The first two factors are alleviated in
this study as the participants must take Quine’s
definitions of words into account rather than their
own. This forces participants to think their answers
through, which should reduce the association ef-
fects typical of fast-paced online studies. To ac-
count for effects of order of presentation, we ran-
domize the order of the options. In our instructions,
we define relatedness as synonymy, meronymy, hy-
ponymy, and co-hyponymy, and provide examples.
Participants are also allowed to base their judge-
ments on other types of relations.

After the experiment we present a post-test sur-
vey, querying the types of relation participants
based their judgements on, and task difficulty. Fur-
thermore, we change the option I don’t know the
meaning of one (or several) of the words in the
synonym detection task to be None of these words
is even remotely related, and also include a simi-
lar option in the coherence task, namely No coher-
ent group can be formed from these words. This is
done to avoid any random selection of words when
there are no meaningful relations, making the re-
sponses more accurate. As we aim to gather ex-
plicit knowledge, participants are allowed to look
up relevant information on presented words. For
reproducibility, our instructions (and results) are
included in the supplementary materials. 1

As the tasks require participants to be experts on
the work of Quine, the number of possible partici-
pants is limited. Although participants are philoso-
phers trained to work precisely and make consis-
tent judgements, subjectivity can be a risk as partic-
ipant must choose the relation they deem most im-
portant, while lacking context. We use inter-rater
agreement to evaluate this. We report joint proba-
bility of agreement (percentage of agreement) as
we have added the none options to avoid chance
agreement. As joint probabilities cannot be com-
pared across studies, we also report Cohen’s κ.

All experiments2 are conducted on the survey
platform Qualtrics3. Participants are asked to exe-

1To be found at https://github.com/
gvanboven/direct-intrinsic-evaluation

2Experiments were approved by The Ethics Committee of
the Faculty of Humanities of the University of Amsterdam.

3www.qualtrics.com

cute the experiments in a silent environment.

4 Case study for philosophy

We make use of the QUINE corpus (v0.5, Betti
et al., 2020), which includes 228 philosophical
books, articles and bundles Quine authored, con-
sisting of 2.15 million tokens in total. As target
terms for evaluation, we use Bloem et al.’s (2019)
test set for the the book Word & Object (Quine,
1960), one of Quine’s most influential works. It
consists of 55 terms that were selected from the
book’s index. We used 10 of these terms in the pi-
lot study, 25 in the synonym detection task, 14 in
the coherence task and 6 in both experiments.4

One Quine expert participated in the pilot study.
The pilot study consists of short versions of the two
tasks, both testing five target terms. In the synonym
detection task, each target term has six candidate
related terms from the models, that the participant
should choose between. Each term is tested three
times with candidates of differing similarity from
the model (nearest neighbour ranks k ∈ {1, 5, 50}).
The pilot coherence (outlier) task has ten questions.
The average response time for the synonym detec-
tion task was 109.5s and 42.1s for the coherence
task. Because for the first task this was higher than
anticipated, we reduced the number of ranks to two
and divided the task across two separate surveys.

4.1 Experiment 1: Synonym detection task

Three experts on the work of Quine, including the
participant of the pilot study, participated in this ex-
periment. They all hold a Master’s degree in philos-
ophy and have studied the philosopher extensively.

This task includes 31 target words, which are all
tested on two ranks k, with k ∈ {1, 10}, resulting
in 62 questions. Of the 45 test set terms not used
in the pilot study, we took the fifteen highest fre-
quency terms (n > 275) and the sixteen lowest
(n < 84). The experiment was conducted through
two surveys, each consisting of 31 questions, last-
ing around 50 minutes, with a break halfway. 5

The data from one of the participants was ex-
cluded, as the participant indicated that the test was
too difficult and that their expertise on the work of
Quine did not suffice. Moreover the response times
of this participant were a lot lower than for the
other participants. For this experiment, the overall

4Listed in the supplemental materials, with frequencies
5Example surveys and raw results for each participant are

included in the supplementary materials.
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(a) (b)
Figure 1: Inter-rater agreement in different conditions of (a) the
synonym detection task and (b) the coherence task

Response time
Exp. 1 Exp. 2

Overall 45.5 s 25.8 s
None 53.4 s 28.2 s
Not-none 43.4 s 23.4 s
High frequency 35.7 s 26.9 s
Low frequency 54.9 s 24.9 s

Table 1: Response times in different condi-
tions of 1. synonym and 2. coherence tasks

inter-rater agreement was 58.1%, with κ = 0.492.

4.2 Experiment 2: Coherence task

Two of the participants from the previous exper-
iments also participated in this study. 20 target
words are used: the 14 test set terms not used in
the pilot or Exp. 1, and the 3 highest and lowest
frequency terms from Exp. 1. We divide these into
eleven low frequency words (n < 142) and nine
high frequency words (n > 187). Using 3 DS mod-
els this results in 60 questions, the test takes ap-
proximately 40 minutes with a break. The inter-
rater agreement was 56.7%, with κ = 0.345.

5 Analysis

To assess whether the method was successful we
discuss some reliability metrics and examine dis-
agreement examples. First of all, the fact that the
data from one participant had to be excluded con-
firms the high standard of expertise required for
participating in our version of the tasks. The re-
sults might have differed had there been more or
different participants. However, other studies on
expert explicit knowledge also execute tasks with
two (Dynomant et al., 2019) or three (Padarian and
Fuentes, 2019; Gomes et al., 2021) participants.

Inter-rater agreement scores for the two tasks
were 58.1% (κ = 0.492) and 56.7% (κ = 0.345),
indicating moderate or fair agreement. Batchkarov
et al. (2016) found the average inter-rater agree-
ment of two raters of the WordSim-353 (Finkel-
stein et al., 2001) and MEN (Bruni et al., 2014)
dataset to lie between κ = 0.21 and κ = 0.62.
Thus, agreement scores in this study are not lower
than that of commonly used similarity datasets, de-
spite participants having to agree on another per-
son’s semantics and including a None option.

Both experiments yield lower inter-rater agree-

ment for the None option than for the other choices,
shown in Figure 1(a) and (b). Response times were
also higher for the None option in both tasks (Table
1), suggesting this choice is more difficult. Most
disagreement thus concerned the presence of a se-
mantic relationship, but if the annotators agreed
there was one, they mostly preferred the same rela-
tion. This suggests a None option increases annota-
tion quality in general. In the coherence task, there
was more agreement on low than high frequency
words, which may be due to their lesser ambiguity.

According to the post-test survey, participants
mostly based their judgements on sharing the same
super term. Relationships that were used without
being listed in the instructions were antonymy,
forming a technical bigram term together, having
the same stem and being used in the same context
by Quine. We see this reflected when examining
some examples of disagreement. In Table 2, we see
disagreement on the related term for adjectives be-
cause both chosen terms have a relation to this tar-
get term, but these are two different relations. We
see agreement for information, as collateral infor-
mation is a meaningful bigram in Quine’s thought
experiment on radical translation. In Table 3 we
see disagreement on the ambiguity outlier. While
believe has a tenuous relation to ambiguity, par-
ticipant 2 may have considered this relation too
tenuous and went for none. One expert stated that
unclear boundaries of the none option were the rea-
son for many none disagreements. The sense da-
tum disagreement was guessed to be over a rare
non-mathematics sense of divisibility that one par-
ticipant remembered but the other might not have.

6 Discussion

In the post-test survey, participants commented that
it was sometimes difficult to select the most related
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adjectives information application

translation learning numbers1
embodying reduction ambiguity
modifiers2 collateral12 multiplicity
specious

present
application subtraction
ordered pair belong

verbs1 None abbreviative
None None2

Table 2: Example of disagreement and agreement in the
synonym detection task. To be read vertically, with tar-
get terms in italics. Bolded/marked model terms were
chosen by participants to be related to the target term.

ambiguity objects sense datum

parts object prediction1

phoneme physical construction
believe1 them12 divisibility2
None2 None None

Table 3: Example of disagreement and agreement in
the coherence task. Bolded/marked terms were chosen
by participants to be outliers, underlined terms were
model outliers with lower word embedding similarity.

word, as different relations were present and se-
lecting the most important one is partly a matter
of preference. Such ambiguity is prevalent in any
semantic annotation task in which context is un-
specified, and in other language annotation tasks
in which no explicit choice is made in the guide-
lines among possible competing valid interpreta-
tions (Plank et al., 2014). As noted by Sommer-
auer et al. (2020), justified disagreement is possi-
ble, though detecting it requires meta-annotation
and this is in itself a difficult task. However, it
might yield additional insights, i.e. that certain DS
models might prioritize certain relation types in
their nearest neighbours, and that these are equally
valid because the experts disagreed on them. Dis-
agreement can also be caused by poorly specified
tasks and insufficient conceptual alignment among
annotators, especially when the goal is creating a
ground truth (Oortwijn et al., 2021b) or otherwise
annotating for a specific theory or interpretation.

In future experiments, more specific instructions
on when to consider a relation to be relevant, or
guidelines on prioritizing certain relations over oth-
ers, can reduce the difficulty of the task. Our expert
participants used many semantic relation types in
their interpretation with no clear hierarchy among
them. However, applying this to DS model evalu-
ation may require more insight into what exactly
the geometric relationships between embeddings

in a DS model capture. It may also be interest-
ing for philosophers to make use of models trained
to represent particular relations, such as antonymy
(Dou et al., 2018). With more specific instructions
explicitly directing participants to prioritize or ig-
nore specific relations, our evaluation approach can
be adapted to evaluate such models and we ex-
pect higher agreement in this type of task. In other
cases different interpretations can be desirable, e.g.
where there is no hierarchy of relations and a model
should capture relatedness in a broad sense. For
this purpose, we should consider allowing multiple
answers — while a forced choice helps to elicit
implicit knowledge, explicit knowledge may not
always support a categorical decision, though this
adds the complication of deciding when an option
is relevant enough, similar to the none option.

Our results show that absolute and comparative
intrinsic evaluation tasks can be used to agree on
semantic relatedness between word embeddings
even when the target language variety is highly
specific. By instructing domain experts to perform
the evaluation task using explicit expert knowledge
rather than implicit knowledge, inter-rater agree-
ment rates similar to other semantic annotation
tasks can be reached. Due to the inherent lack
of context in evaluating type-based non-contextual
word embeddings, participants struggled with the
generality of the task. Based on our analysis and
post-test survey, we expect more specific guide-
lines on word relatedness to increase the reliabil-
ity of the annotators’ judgements, while limiting
their generalizability. The addition of a None op-
tion seemed particularly beneficial for obtaining
more reliable annotations based on explicit knowl-
edge. We expect these findings to apply in the con-
text of other domains for which no ‘native’ anno-
tators are available — for example, language for
specific purposes (LSP), historical language vari-
eties or idiolects. In future work, the absolute and
comparative intrinsic evaluation tasks we have de-
scribed can be used to compare the quality of the
representations of different word embedding mod-
els on these specialized language varieties.
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Abstract

This paper provides a quick overview of possi-
ble methods how to detect that reference trans-
lations were actually created by post-editing
an MT system. Two methods based on auto-
matic metrics are presented: BLEU difference
between the suspected MT and some other
good MT and BLEU difference using addi-
tional references. These two methods revealed
a suspicion that the WMT 2020 Czech refer-
ence is based on MT. The suspicion was con-
firmed in a manual analysis by finding con-
crete proofs of the post-editing procedure in
particular sentences. Finally, a typology of
post-editing changes is presented where typi-
cal errors or changes made by the post-editor
or errors adopted from the MT are classified.

1 Introduction

Over ten years of WMT (Conference on Machine
Translation, Barrault et al., 2020)1 saw a num-
ber of manual evaluation methods and established
the best strategies for obtaining reference transla-
tions for automatic evaluation, see Appendix B in
WMT 2020 Findings (Barrault et al., 2020).

One of the instructions for preparing the refer-
ence translations explicitly prohibits using any ma-
chine translation. Yet, in 2020, one of the agencies
has not followed this instruction. Not only was
it easy to recognize, but we learned several novel
insights into manual evaluation of translation, by
examining post-edited and independent reference
translations and providing a small contrastive style
of manual evaluation.

2 Dataset

We used the English-Czech part of WMT2020 (Bar-
rault et al., 2020) news test set, which consists of
130 documents (1418 segments) originally written

1http://www.statmt.org/wmt06 till wmt20

in English – news stories downloaded from web.
The test set comes with an official reference trans-
lation into Czech (REF1) provided by the WMT
organizers and done by a professional translation
agency. There are also 8 machine translations
submitted by the participants of the WMT news
translation shared task and 4 translations by online
systems anonymized as ONLINE-A, ONLINE-B,
ONLINE-G and ONLINE-Z.

We focused on three translations: the official
reference, REF1; the best-performing MT system
(according to the official WMT manual evaluation),
CUNI-DOCTRANSFORMER (Popel, 2020); and
the best-performing online system, ONLINE-B.

We hired two professional translators (native
Czech speakers) to translate the whole WMT20
test set, thus creating additional references REF2
and REF3. We also hired 18 annotators to
judge the translation quality of REF1, CUNI-
DOCTRANSFORMER and ONLINE-B.2 The anno-
tators assessed 90 of the 130 documents, using the
RankME evaluation (Novikova et al., 2018) follow-
ing the methodology of Popel et al. (2020). In this
RankME evaluation, fluency, adequacy and overall
quality are evaluated in a source-based sentence-
level document-aware fashion, on a 0–10 scale,
where all the evaluated translations are shown on
the same screen, allowing thus better reliability in
comparisons; see Section 5 for details.

3 Automatic analysis of references

Table 1 shows the translation quality of the three
references and two selected MT systems accord-
ing to two manual evaluations, DA (Direct Assess-
ment, Graham et al., 2013) and RankME, and four
types of BLEU scores. The first three types use

2The additional references REF2 and REF3 were not avail-
able before our RankME evaluation started. We plan to evalu-
ate them in future.
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manual BLEU
system

DA RankME REF1 REF2 REF3 REF2+3

REF1 85.6 8.17 – 28.91 24.18 37.22
REF2 – – 28.90 – 26.43 –
REF3 – – 24.20 26.45 – –
CUNI-DOCTRANSFORMER 82.8 7.39 35.88 36.50 30.17 47.59
ONLINE-B 70.5 5.62 41.11 31.08 26.39 41.00

Table 1: Manual and automatic evaluation scores of the systems in our study. DA is the source-based Direct
Assessment average score (un-normalized). RankME is the average Overall quality score over all 90 docu-
ments (not sentences) evaluated in our study. BLEU is computed with SacreBLEU (Post, 2018) with signature
BLEU+case.mixed+numrefs.1+smooth.exp+tok.13a+version.1.4.13. The best score in each column is in bold.

REF1, REF2 and REF3, respectively, as the ref-
erence translation in BLEU. The fourth type uses
BLEU with two reference translations: REF2+3.

While both manual evaluations, DA and
RankME, agree that REF1 is better than both
CUNI-DOCTRANSFORMER and ONLINE-B, the
automatic metric BLEU evaluates one of the two
MT systems as better than REF1.3 For brevity, we
report only BLEU, but we confirmed this with sev-
eral other automatic metrics, e.g. chrF (Popović,
2015).

The reason for this surprising observation is that
most sentences in REF1 are actually post-edited
versions of ONLINE-B, as we show in Sections 3.1
and 4 and as was acknowledged by the agency after
our investigation. Thus, REF1 and ONLINE-B are
more similar than if REF1 had been translated from
scratch.4

It is well-known that BLEU (and other automatic
metrics based on similarity with reference transla-
tions) is biased when evaluating a system which
was used as a basis for post-editing the reference
translation.

It is important to note that the official (manual)
evaluation carried out by WMT for the affected
English-to-Czech translation direction was source-

3Actually, both MT systems are better than all three refer-
ences according to all BLEU scores, with a single exception of
BLEUREF3(ONLINE-B) = 26.39 < 26.43 = BLEUREF3(REF2),
which is not statistically significant (bootstrap resampling,
p < 0.05). Obviously, we cannot use e.g. BLEUREF1 to judge
the quality of REF1 (it would be 100, by definition).

4 One of the instructions for the translation agency prepar-
ing references for WMT 2020 was: All translations should
be “from scratch”, without post-editing from MT. Using post-
editing would bias the evaluation, so we need to avoid it.
We can detect post-editing so will reject translations that are
post-edited. (Barrault et al., 2020). Unfortunately, the WMT
organizers did not detect the post-editing in this case (as we
do in this paper) and did not reject the translation.

based DA. The annotators of the DA thus were not
affected by the quality of references; instead, they
blindly rated REF1 as if it was another competing
translation system. The resulting scores of DA doc-
ument that source-level DA is sufficiently reliable,
robust to invalid references. At the same time, it
was a little surprising to us that “mere post-editing”
can increase translation quality so substantially that
REF1 significantly outperformed all other systems.
Despite the remaining translation errors in REF1,
see below, the translator/post-editor did the job
well.

For a finer analysis, we process the news test set
at the level of individual documents in the follow-
ing.

3.1 Automatic detection of post-editing

Our first suspicion that REF1 is actually post-edited
ONLINE-B stems from the fact that ONLINE-B
achieved the highest BLEUREF1 score (i.e. BLEU
with REF1 as the reference) out of all the MT
systems, including the best one according to the
manual evaluation, CUNI-DOCTRANSFORMER,
as shown in Table 1. In order to confirm this suspi-
cion, we wanted to automatically find documents
where the probability of being post-edited is the
highest.

Below, we suggest two methods for such
document-level automatic detection of post-editing.
The first method needs just an output of another
MT system. The second method needs one or more
additional human references.

3.1.1 Detection using another MT system
We selected CUNI-DOCTRANSFORMER as the
other MT system for two reasons. First, it is the
best MT system in English-Czech WMT20 accord-
ing to the official manual evaluation. Second, as far
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as we know, CUNI-DOCTRANSFORMER was not
available online at the time of creating the WMT20
references, so it could not be used as the basis for
post-editing REF1.

For each document d, we computed

Detection1 = BLEUREF1(ONLINE-B, d)−
BLEUREF1(CUNI-DOCTRANSFORMER, d). (1)

This score was positive for 104 out of the 130
documents. In other words, for 80% of documents,
the reference is more similar to ONLINE-B than to
the best-performing CUNI-DOCTRANSFORMER,
a likely indicator that most of the documents were
post-edited.

We inspected manually three documents with
the most negative Detection1 score and did not
find any clues of post-editing, but we noticed the
quality of ONLINE-B was low for these documents,
so perhaps the translator throw away the MT output
and translated these documents from scratch (or
post-edited so heavily that the original MT output
cannot be detected).

We inspected manually three documents with
the most positive Detection1 score and observed
these well translated with a reasonably high quality
by ONLINE-B, and required just few minor post-
edits, as was done in REF1.

Finally, we inspected sentences from other doc-
uments and found further signals of post-editing
(even when the Detection1 score was not high
enough to be a convincing proof alone). These
examples are discussed in Section 4.

3.1.2 Detection using additional references
A similar detection can be used with an additional
human reference instead of an MT system. We had
available two such references, REF2 and REF3. We
thus opted for a slightly different detection formula
which allows to use two-reference BLEU:

For each document d, we computed

Detection2 = BLEUONLINE-B(REF1, d)−
BLEUREF2+3(REF1, d). (2)

This resulted in a similar ordering of documents
as the Detection1 method.

3.2 Human translation is more similar to MT
than other humans

For each document d, we computed

Score3 = BLEUREF2+3(REF1, d)−
BLEUREF2+3(ONLINE-B, d). (3)

This Score3 score was negative for 96 out of
the 130 documents. This means that the similarity
of ONLINE-B to the additional references REF2
and REF3 is higher than the similarity of REF1 to
REF2 and REF3. When focusing just on REF2,
we can see that BLEUREF2(ONLB) = 31.08 >
28.91 = BLEUREF2(REF1). This is very surpris-
ing given our hypothesis that REF2 is actually trans-
lated from scratch without any post-editing.

We have two possible explanations for this. First,
the REF1 translator tried to “hide” the fact that
the translation is post-edited, by doing edits which
do not affect the translation quality. Second, the
REF1 translator actually improved the ONLINE-B
translation quality by post-edits which result in less
literal translations, while the REF2 translator opted
more frequently translations which were likely to
be independently produced also by the MT system.

Given the fact that both DA and RankME manual
evaluations show REF1 is significantly better than
ONLINE-B, we hypothesize most of the post-edits
were actually improvements. We noticed just a few
opposite cases (see below, category 3).

4 Post-editing changes typology

In this part of our study, we would like to present
a classification of post-editing changes observed
in texts which we claim to be post-edited machine
translations. These changes signal that the refer-
ence translation REF1 has been actually created
by post-editing a MT system. For this purpose, we
used MT-ComparEval (Klejch et al., 2015) to select
27 sentences which show the highest n-gram over-
lap with the suspected MT system. We analyzed
the edits made by a post-editor in a MT output and
compared the source text (English), the MT output
(Czech) and the output of the manual post-editing
process (Czech).

Based on the particular changes found after com-
paring these three versions of our sentences, we
defined the following categories (with examples
where SRC is the source sentence, ONLB is the MT
ONLINE-B and REF1 is the human post-editing).
In each category, we would like to present partic-
ularly noticeable changes which we assume to be
clear evidence of the post-editing procedure. We
classify these changes into three categories:

• Category 1: minor changes, particularly fo-
cused on grammar categories, in long adopted
structures from the MT (preserving or improv-
ing the overall quality of the output),
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• Category 2: unnecessary shifts (without a sig-
nificant impact on the quality of the output),

• Category 3: negative shifts (errors made by
the post-editor, preserving or even worsening
the quality of the MT output).

Furthermore, we also found these errors or conspic-
uous structures in the post-edited output:

• Category 4: errors adopted from the MT
which the post-editor has not discovered;
therefore, they have been preserved in the final
text of REF1.

For all these four categories, we can state they
prove the final output is a result of a post-editing
process.

4.1 Typology 1: Changes by the post-editor

4.1.1 Changes in spelling

Category 3: Errors in writing:
SRC their 17-month-old daughter
ONLB jejich 17měsíční dcerou
REF1 jejich 17timěsíční dcerou

The standard Czech grammar allows only forms
17měsíční or sedmnáctiměsíční (17-month). The
form 17timěsíční (where “ti” reflects the pronunci-
ation) is considered an error.

4.1.2 Grammatical changes

Category 1: Changes in verb tenses:
SRC Wang’s death follows after those of other

activists [. . . ]
ONLB Wangova smrt následuje po těch dalších

aktivistech [. . . ]
REF1 Wangova smrt následovala po úmrtí

dalších aktivistů [. . . ]

The present tense (následuje = follows) used in
ONLB was changed into past tense (následovala =
followed). Changes between past and present tense
(while keeping the same verb) occurred relatively
often (8 cases) in the investigated 27 sentences.

Category 3: Case and noun number changes:
SRC Nobel laureate winner Liu Xiaobo [. . . ]
ONLB Nositel Nobelovy ceny za laureát Liu Xi-

aobo [. . . ]
REF1 Nositel Nobelovy ceny laureátů Liu Xi-

aobo [. . . ]

Despite the changes made, the semantic defec-
tiveness of ONLB has been preserved. In Czech,

the Nobel prize is Nobelova cena and the word lau-
reátů (genitive sg.) is wrong. In this case, Laureát
Nobelovy ceny would be acceptable.

Category 3: Changes in adjective comparison:
SRC The market was more receptive to lesser-

known names [. . . ]
ONLB Trh byl vnímavější k méně známým

jménům [. . . ]
REF1 Trh byl více vnímavý k méně známým fir-

mám [. . . ]

The correct comparative of vnímavý = receptive
is vnímavější. The phrase více vnímavý is consid-
ered non-standard and rather rare.5

4.1.3 Changes in accuracy of information

Category 3: Changes incompatible with the
meaning of the source text:
SRC from some 3 billion cu ft at the start of 2019
ONLB z přibližně 3 miliard cu ft na začátku roku

2019
REF1 ze současných 3 miliard kubických stop na

začátku roku 2019

ONLB uses přibližně = approximately, but REF1
changed it to současných = current, which is wrong
because the article was written in September 2019,
when the amount was already much higher than 3
billion cu ft, according to the source text.

4.2 Typology 2: Errors adopted from ONLB

4.2.1 Errors in spelling

Category 4: English spelling in foreign names:
SRC [. . . ], Uighur scholar
ONLB [. . . ], Uighurský učenec
REF1 [. . . ], Uighurský učenec

The correct Czech spelling would be ujgurský
(with lowercase u, in this sentence).

Category 4: MT spelling errors:
SRC Endeavor Group Holdings
ONLB Společnost Endeavour Group Holdings
REF1 Společnost Endeavour Group Holdings

ONLB introduced a spelling error – Endeavour,
which remained unnoticed by REF1.

5Such analytic comparatives can be seen as a proof of
translationese (Toury, 1995), i.e. in this case, influenced by
the English analytic comparative more receptive.
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4.2.2 Lexical and stylistic errors

Category 4: Errors in lexical meaning:
SRC [. . . ] then evidence showed the officers had

reason to believe their lives were in danger
[. . . ]

ONLB [. . . ] důkazy ukazují, že důstojníci měli
důvod se domnívat, že jejich životy jsou v
nebezpečí [. . . ]

REF1 [. . . ] podle svědectví důkazů měli důsto-
jníci důvod domnívat se, že jejich životy
byly v ohrožení [. . . ]

Given the context of the source article, officers
should be translated as policisté = police officers.
It is questionable whether the translation důstojníci
= commissioned officers is acceptable.

Category 4: Errors in meaning of a syntactic
structure:
SRC an invite from Khloe to a ’Taco Tuesday’

dinner at her mansion
ONLB pozvání od Khloe na večeři “Taco Tues-

day” u jejího sídla
REF1 pozván od Khloé na večeři v “Taco Tues-

day” u jejího sídla

In the highlighted example, REF1 added only the
preposition v = in, which bears out the superficial
reading of the machine translation output a dinner
in a “Taco Tuesday” restaurant near her mansion.
However, the original meaning is quite different:
“Taco Tuesday” is a custom of going out to eat tacos,
not a name of a restaurant.

Category 4: Improper collocations:
SRC The California attorney general’s office

in March declined to issue state criminal
charges after a nearly yearlong investiga-
tion.

ONLB Kancelář generálního prokurátora v Kali-
fornii v březnu po téměř celoročním
vyšetřování odmítla vydat státní trestní
obvinění.

REF1 Kancelář generálního prokurátora v Kali-
fornii v březnu po téměř celoročním
vyšetřování odmítla podat trestní obv-
inění.

In this example, solely the verb prefix changed
(vydat → podat), but not the noun (obvinění =
accusation, charge). The correct translation would
be podat trestní oznámení.

5 Human evaluation – RankME

In our blind RankME evaluation by 18 human
judges (6 professional translators, 6 students
from MA Study Program Translation: Czech and
English at the Institute of Translation Studies,
Charles University’s Faculty of Arts,6 and 6 non-
professionals with excellent knowledge of the En-
glish language), 90 documents (887 segments, typi-
cally sentences) were evaluated on a sentence level
in terms of adequacy, fluency and overall quality
(as defined by Popel et al. (2020)). Every doc-
ument was scored by two evaluators, and every
evaluator scored ten different documents. Then
we could compare the ratings of the post-edited
REF1 and of the suspected ONLB. According to
the ratings, the translation quality is, in all cases,
better in REF1 compared to ONLB. The post-editor
improved the quality of the ONLB in all three cate-
gories: in adequacy (increased by 2.23 on average),
fluency (2.70) and overall quality (2.55), on a 0–10
scale. As could be expected, the most significant
improvement occurred in fluency. Apparently, the
post-editor was more sensitive to errors in fluency
rather than adequacy, as shown also in our analysis
of post-editing changes.

6 Conclusion

We suspected that WMT20 reference translations
were actually post-edits of one of the participat-
ing systems, ONLINE-B, and not created indepen-
dently. We proposed two methods to detect this
situation, both confirming our suspicion.

In a subsequent manual analysis, we provided
numerous examples of translation choices in the
reference translation which are extremely unlikely
to happen when translating from scratch.7

The result of this analysis is a draft typology of
post-editing strategies. We see this typology as an
interesting basis for further inspection of transla-
tions in a world where post-editing becomes the
industry standard.

By contrasting Direct Assessment scores with
our manual evaluation (RankME), we observed the
post-editor improved primarily fluency of the trans-
lation and less so its adequacy. It would be useful
to confirm this observation on a larger sample.

6https://utrl.ff.cuni.cz/
7Such choices are also likely to be changed in paraphrasing,

which opens a new view on the results of Freitag et al. (2020),
who show that using paraphrases as references in BLEU may
lead to higher correlation with human evaluation.
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Monz, Makoto Morishita, Masaaki Nagata, Toshi-
aki Nakazawa, Santanu Pal, Matt Post, and Marcos
Zampieri. 2020. Findings of the 2020 conference on
machine translation (WMT20). In Proceedings of
the Fifth Conference on Machine Translation, pages
1–55, Online. Association for Computational Lin-
guistics.

Markus Freitag, David Grangier, and Isaac Caswell.
2020. BLEU might be guilty but references are not
innocent. In Proceedings of the 2020 Conference
on Empirical Methods in Natural Language Process-
ing (EMNLP), pages 61–71, Online. Association for
Computational Linguistics.

Yvette Graham, Timothy Baldwin, Alistair Moffat, and
Justin Zobel. 2013. Continuous measurement scales
in human evaluation of machine translation. In Pro-
ceedings of the 7th Linguistic Annotation Workshop
and Interoperability with Discourse, pages 33–41,
Sofia, Bulgaria. Association for Computational Lin-
guistics.
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Abstract

Despite state-of-the-art performance, NLP sys-
tems can be fragile in real-world situations.
This is often due to insufficient understanding
of the capabilities and limitations of models
and the heavy reliance on standard evaluation
benchmarks. Research into non-standard eval-
uation to mitigate this brittleness is gaining
increasing attention. Notably, the behavioral
testing principle ‘Checklist’, which decouples
testing from implementation revealed signifi-
cant failures in state-of-the-art models for mul-
tiple tasks. In this paper, we present a case
study of using Checklist in a practical scenario.
We conduct experiments for evaluating an of-
fensive content detection system and use a
data augmentation technique for improving the
model using insights from Checklist. We lay
out the challenges and open questions based on
our observations of using Checklist for human-
in-loop evaluation and improvement of NLP
systems. Disclaimer: The paper contains ex-
amples of content with offensive language. The
examples do not represent the views of the
authors or their employers towards any per-
son(s), group(s), practice(s), or entity/entities.

1 Introduction

NLP systems have been known to learn spurious
patterns from data to achieve high accuracy on test
sets (Goyal et al., 2017; Gururangan et al., 2018;
Glockner et al., 2018; Tsuchiya, 2018; Geva et al.,
2019). Evaluating models on static benchmarks
and on test sets that have a similar distribution to
the training data has resulted in an overestimation
of model performance (Belinkov and Bisk, 2018;
Recht et al., 2019) and models becoming increas-
ingly fragile or less useful in real-world settings.
This can be due to various factors such as language
complexity and variability, the difference between
training, testing, and real-world data, and insuffi-
cient understanding of the capabilities and limita-
tions of the model itself. When deployed in the

wild, such systems tend to break down, resulting in
grossly incorrect predictions. This leads to mistrust
in the system at two levels – first, on individual
predictions and second, on the system’s soundness
in uncontrolled environments such as usage after
deployment (Ribeiro et al., 2016).

Further, evaluation benchmarks are also becom-
ing increasingly obsolete due to the exponential
rise in data and compute-heavy systems that ex-
ceed performance expectations, bringing the bench-
mark’s ‘toughness’ and hence, its reliability into
question (Nie et al., 2020). In order to mitigate this
limitation of static evaluation, several approaches
are used to evaluate other model aspects includ-
ing, but not limited to, robustness (Rychalska et al.,
2019), fairness (Prabhakaran et al., 2019), consis-
tency (Ribeiro et al., 2019), explanations (Ribeiro
et al., 2016), and adversarial performance (Ribeiro
et al., 2018b; Iyyer et al., 2018; Nie et al., 2020).

Human-in-Loop processes can be used to com-
plement the capabilities of automation with human
expertise (Ribeiro et al., 2020; Potts et al., 2020;
Nie et al., 2020; Ribeiro et al., 2018b). Previous
studies have shown that using humans to close the
loop of the process of evaluation, explanation, or
improvement can lead to a much better understand-
ing of the system through higher explainability
(Ribeiro et al., 2018a, 2016), better detection of
model failures (Ribeiro et al., 2020; Iyyer et al.,
2018), and easier bug-fixing (Ribeiro et al., 2020,
2018b), resulting in robustness of the model in prac-
tical scenarios and increased trust in its predictions.

Ribeiro et al. (2020) introduced a behavioral test-
ing strategy that decouples testing from model im-
plementation. Using human-generated test sets,
they showed that state-of-the-art NLP models for
multiple tasks fail to perform well for basic capa-
bilities. We describe the framework in detail in
section 2.

In this paper, we describe a case study of using
the Checklist paradigm of evaluation in a practi-

120



cal scenario. Specifically, we used Checklist to
evaluate and debug an offensive content detection
system. We found that Checklist can lead to effec-
tive pinpointing of specific capabilities for which
the model, despite impressive performance on a
standard benchmark test set, failed. Further, these
insights can be used to improve the model using
targeted data augmentation to debug specific model
failures. However, we found that using Check-
list for evaluation and improvement is not always
foolproof. We discuss the challenges and open
questions observed during these experiments.

The rest of the paper is organized as follows:
First, we give a brief overview of the Checklist
framework. In Section 3, we describe our case
study, including the capabilities we test, results on
the base model, the method applied to use these
insights for improvement, and the results thereafter.
Finally, we present a detailed analysis of some of
the most imminent challenges with using Checklist
for our experiments.

2 Overview of Checklist

The Checklist framework (Ribeiro et al., 2020) in-
troduces a human-in-loop behavioral testing tech-
nique for evaluating NLP systems. The authors
argue that even though models perform well on
static benchmarks, they fail to perform in real-
world scenarios for basic capabilities. They release
an open-source package 1 with functionality to cre-
ate template sets and run software engineering-like
decoupled testing on black-box models.

The individual phenomena tested using Check-
list are known as capabilities. These capabilities
are based on model expectations and the language
usage that it needs to handle. For example, Nega-
tion is a capability of a Sentiment Analysis model
- the model should be able to distinguish ‘happy’
and ‘not happy’ as two opposite sentiments despite
the overlapping word ‘happy’.

The Checklist framework provides three differ-
ent test types. The Minimum Functionality Tests
(MFTs) are simple tests, similar to unit tests in soft-
ware testing, that can test predictions on specific
model capabilities. Most of the capabilities tested
in our case study are MFTs. Invariance tests (INVs)
are a test type where small semantic-preserving
perturbations are applied to the test cases, and it is
expected that the model output should not change.
For example - in our case, while testing for the Ro-

1https://github.com/marcotcr/checklist

bustness of the model, small typos are introduced.
Directional Expectation tests (DIRs) are similar to
INV, except that the model output is expected to
change in a certain way.

In order for humans to generate test cases,
Checklist uses Templates and Lexicons. For ex-
ample: ‘I {POSITIVE VERB} {ACTIVITY}.’ is
a template. ‘POSITIVE VERB’ and ‘ACTIVITY’
in this template are two different keywords in the
lexicon, each taking a specific set of values. For ex-
ample, POSITIVE VERB = [‘like’, ‘love’, ‘enjoy’]
and ACTIVITY = [‘dancing’, ‘hiking’ ‘cooking’,
‘coding’]. The template generates 12 examples - the
Cartesian product of the values of the two lexicon
keywords in the template.

In the original Checklist work, the authors test
state-of-the-art and commercial systems across
three tasks revealing unprecedented failure rates
even for the most basic capabilities. For more de-
tailed information on these results, we refer the
reader to the original paper.

3 A Case Study of Using Checklist

We used Checklist to evaluate and improve an in-
house offensive content detection system. While
we studies a particular system as a use case, the
process can be applied to any NLP model.

The first step was to create a documentation of
expectations. This documentation was important
to lay out guidelines for what constitutes positive
or negative examples in specific settings. In accor-
dance with standard text classification annotation,
for this task, offensive content is the positive class,
and non-offensive content is the negative class. The
documentation or guidelines contained concrete
definitions of various offensive content categories
that the model is expected to detect. These are
henceforth known as the model capabilities and
are described in section 3.1. This is important for
Checklist evaluation because it relies on building
templates that target specific model capabilities.
We gave this documentation to the annotators who
were expected to use these guidelines to come up
with templates of specific capabilities that could be
used to find bugs.

Since offensive classification is a task that inher-
ently has a class imbalance with fewer examples in
the positive class in most publicly available datasets
(de Gibert et al., 2018; Davidson et al., 2017), in-
cluding ours, we asked the annotators to develop
templates that would result in offensive data. An-
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other reason for this design decision was that while
offensive content is more likely to follow a certain
pattern - a combination of entities and offensive
language, non-offensive content would not follow
any discernible patterns making it difficult to con-
vert it into templates. Further, from an application
perspective in real-world settings, where such a
model is employed to flag or filter offensive con-
tent, a higher recall is preferable, as false negatives
(examples that are offensive but predicted as non-
offensive) need to be avoided even at the cost of a
few false positives.

3.1 Capabilities

Based on the documentation the capabilities tested
for detection of offensive content were:

1. Characterization: Derogatory con-
tent/Defamation targeted towards individuals
or groups (people who share certain attributes
like sex, race, religion, nationality, occupa-
tion, age, etc.) including stereotypes. Also
includes positive and negative characteri-
zations of individuals or groups including
comments on sexual orientation, ethics,
morality, habits, physical appearance, or other
characteristics.

(a) Simple Characterization of Individu-
als: Characterizing individuals. Exam-
ple: Trump is an idiot, is Joe Biden
racist?, Kevin Spacey gay, Fat Meghan
Markle, Bin Laden was amazing, etc.

(b) Simple Characterization of Groups:
Characterizing groups Example: Mexi-
cans are lazy, Are all whites racist, Jews
are greedy, females belong in the kitchen,
all men are pigs, people from middle east
stink, etc.

2. Negation: Negation of characteristics tar-
geted towards individuals or groups. Also in-
cludes negation of positive and negative char-
acterizations of individuals or groups includ-
ing comments on sexual orientation, ethics,
morality, habits, physical appearance, or other
characteristics.

(a) Negation of Positive characterization
of Individuals: Negating a positive char-
acterization of any individual. Also in-
cludes content that seeks or suggest nega-
tion of rights or equality to specific enti-
ties. Example: Trump is not smart, Justin

Beiber is not an ethical person, Gandhi
was not honest, etc.

(b) Negation of Positive Characterization
of Groups: Negating positive characteri-
zation of groups. Also includes content
that seeks or suggest negation of rights
or equality to specific groups. Exam-
ple: Females are not smart, Muslims are
not honest, Policemen cannot be good,
Women should not be allowed to go to
college, etc.

(c) Negation of Negative Characteriza-
tion of Individuals: Negating negative
characterization of individuals. Example:
Bin Laden was not bad, Hitler was not
brutal, etc.

(d) Negation of Negative Characteriza-
tions of Groups: Negating negative
characterization of groups. Example: Ji-
hadists are not bad, Racist people are
not awful, etc

3. Violence Explicitly seeking or suggesting vi-
olence against Groups or Individuals. Also
includes content that in general talks about
violent actions in an offensive fashion but is
not directed towards any specific entity. Ex-
ample: ISIS beheadings, Trump should be
assassinated, Should men hit women, North
korea should be nuked, etc.

4. Unsafe: Seeking or suggesting unsafe content
related to topics including, but not limited to,
suicide, self-harm, illegal drugs, addictive or
harmful medication, etc. Example: Easy ways
to kill oneself, Where to buy levothyroxine
without prescription, How to make meth at
home, etc.

5. Racy: Sexually suggestive content which may
or may not be targeted to individuals or groups.
Example: Pictures of hot women swimmers,
Japanese men in bedroom, etc

6. Robustness: To test if the system is robust to
minor perturbations like typos or punctuation
that are consistent with intentional or uninten-
tional usage in writing offensive content.

(a) One Typo: Introducing one random typo
in the example by flipping adjacent char-
acters. Example: fcuk.

(b) Two Typo: Introducing one random typo
in the example by flipping adjacent char-
acters. Example: All mne ar epigs.

(c) Punctuation Insertion: Random inser-
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tion of punctuation marks in the example.
Example: f*ck.

3.2 Using Checklist to Evaluate the Base
Model

We used one template set and documented the fail-
ure rates of an in-house XLMR-based offensive
content detection model, henceforth referred to as
the base model. This base model had a good perfor-
mance on the standard static benchmark test sets of
10k instances,2 similar to other state-of-the-art sys-
tems for offensive content detection. The static test
set had a similar distribution to the training data and
has roughly 2.5k positive and 7.5k negative exam-
ples. The metrics on the static test set are available
in the base model row of Table 1. The model was
a 24-layer transformer-based XLM-R model fine-
tuned with 481k examples of offensive and hate
speech data, out of which 198k were positive ex-
amples. The model was trained with a learning rate
of 5e-6 for 10 epochs with a batch size of 128.

Targeting specific capabilities using Checklist
showed huge failure rates, indicating that the model
still failed to meet the expectations even with good
performance metrics. This is consistent with the
original findings of Ribeiro et al. (2020), where
multiple state-of-the-art models were found to have
huge failure rates for the many basic capabilities.

Particularly in derogatory content, offensive con-
tent against a specific person seemed to be tougher
to detect as compared to offensive content against
a group. This may be because the names used to
generate the test cases for offensive content against
a person may not necessarily be names of famous
people seen in training data, and the model was
unable to generalize offensive language detection
to unseen named entities. It is also possible that
offensive content against specific groups is a more
sensitive issue and is thus represented more in the
base model’s training data. Further, the model was
unable to handle negation very well. This is con-
sistent with the findings of Ribeiro et al. (2020)
who also found that state-of-the-art sentiment anal-
ysis models failed much more when dealing with
negation.

In capabilities of unsafe and violent content, the
failure rates were comparatively lower. This can be
attributed to the fact that such content is more likely
to contain specific keywords or patterns that the
model has learned to classify as offensive during

2Created by three human judges with majority voting

Model Precision Recall F1 Score
Base 79.75 80.13 79.94
Aug-1 80.20 79.30 79.75
Aug-2 79.27 80.13 79.70
Aug-3 79.50 80.13 79.81
Aug-4 80.56 80.25 80.40
Aug-5 80.14 80.13 80.14

Table 1: Metrics on static benchmark test set

training, resulting in lower failure rates even when
tested using templates. In Racy content, however,
this might have been tougher. This is because racy
content is often observed to be multi-intentioned.
The same content can be an innocent statement or
a racy statement. For example, words like ‘cock’
or ‘chicks’ that are often used in an explicit or racy
sense and can also refer to their actual (non-racy)
meaning.

Finally, Checklist evaluation revealed that the
model was NOT robust to minor perturbations.
This is an important finding because it is expected
that the model would come across content that
the user intentionally or unintentionally mistypes.
However, such perturbations may not have been
reflected in the training and standardized testing
data.

As seen in the Base Model row of Table 2, the
failure rates for examples generated by templates
of specific capabilities is high.

3.3 Improving the Model
So far, consistent with previous results, Check-
list evaluation revealed important gaps in the base
model. The interesting follow-up question is how
to use these insights to improve the model to over-
come current limitations. Typically, in deep learn-
ing models, model improvements result from im-
proved model architectures, better training or fine-
tuning strategies, or more data. However, these
strategies do not directly address the limitation
of models in specific capabilities in the way that
Checklist reveals. Thus, we explored the use of
insights from the human-in-loop evaluation that
can help improve the model in these specific set-
tings while also testing the improved model against
standard benchmarks used to evaluate the model.

3.3.1 Data Augmentation Methodology
We used an iterative process of data augmenta-
tion to improve the model using the insights of
model failures from Checklist evaluation and data
generated by templates. We chose this iterative
data augmentation method due to its demonstrated

123



1.a 1.b 2.a 2.b 2.c 2.d 3 4 5 6.a 6.b 6.c
Base 47.37 22.84 32.13 36.73 37.77 46.16 18.70 6 44.70 46.62 59.11 42.61

Aug-1 22.21 0.05 0.03 0 1.07 0.02 0 0 0 3.54 4.23 1.08
Total

Examples 10k 5.5k 3k 6k 7.5k 5.5k 4.3k 1k 2.7k 12.3k 12.3k 12.7k

Table 2: Failure Rates (%) of Base and Improved models for Test holdout set for different capabilities 3.1

Model Training Data TS-1 TS-2 TS-3 TS-4 TS-5
Base Base training data (BTD) 38.0 (0) 20.05 (0) 28.24 (0) 26.35 (0) 34.14 (0)
Aug-1 BTD + data from TS-1 4.0* (-34) 12.67 (-7.38) 5.66 (-22.58) 18.83 (-7.52) 13.67 (-20.47)
Aug-2 BTD + data from TS-2 31.73 (-6.27) 0.01* (-20.04) 19.34 (-8.9) 13.28 (-13.28) 26.97 (-7.17)
Aug-3 BTD + data from TS-3 30.21 (-7.79) 15.53 (-4.52) 0.01* (-28.23) 26.11 (-0.24) 23.57 (-10.57)
Aug-4 BTD + data from TS-4 34.29 (-3.71) 9.61 (-10.44) 24.98 (-3.26) 0* (-26.35) 30.29 (-3.85)
Aug-5 BTD + data from TS-5 32.18 (-5.82) 15.74 (-4.31) 19.34 (-8.9) 19.35 (-7.0) 0.01* (-34.13)

Table 3: Average (weighted across different capabilities by number of examples in each) failure rates (%) of
different models on independently created template sets. Figures in bracket show change in failure rate from the
failure rate of base model tested on the particular template set (* refers to tested on the test holdout set such that
the testing examples are disjoint from training data of the augmented model but come from the same template set)

success in improving NLI models by Nie et al.
(2020), who proposed iterative Human-And-Model-
in-the-Loop-Enabled-Training (HAMLET) to cre-
ate dynamic and harder adversarial test sets for that
‘fools’3 the model. These harder examples are then
used to re-train the model, and the process is re-
peated. Potts et al. (2020) also successfully use a
similar human-in-loop feedback process with data
augmentation to create iterations of datasets and
better models for sentiment analysis.

Our process in spirit is similar, except instead
of adversarial examples, we focused on specific
capabilities from the Checklist evaluation using
templates. A set of examples generated from the
same Checklist templates, which is disjoint from
the test examples themselves, were appended to
the model’s original training set, and the model
was re-trained. This yielded a new model, hence-
forth called the augmented model. The augmented
model was then tested on the set of examples that
was earlier used to test the base model.

Specifically, TS-1 was the set of templates used
to test the base model. This template set was gener-
ated by a human annotator, known to have sufficient
expertise of English. The data generated from the
TS-1 was divided into a training subset (TrS) and
test subset (TeS) with a ratio of 60:40. First, the
base model’s failure rates on TeS were recorded as
shown in Table 2. Now the TrS was combined with
the base model’s training data, and the model was
re-trained. This re-trained model is called the aug-
mented model. The data from TeS was now used
to test this augmented model for the capabilities

3flips the output of the model

captured in TS-1.

3.3.2 Performance After Data Augmentation

We found that the failure rates of the augmented
model dropped significantly. Interestingly, the per-
formance on the static evaluation test sets neither
improved nor degraded substantially, which can
be seen in Table 1. Here, Aug-1 was the model
obtained by retraining the base model with the orig-
inal data plus data from TrS of TS-1. The rest of
the four augmented models, Aug 2-5, will be de-
scribed subsequently. This shows that while data
augmentation helps specific capabilities, it does
not degrade performance on the static benchmark
leading to the conclusion that the retrained model
is not over-fitted to the examples generated using
Checklist.

The fact that the performance on the bench-
mark test set did not improve showed that static
benchmark evaluation sets failed to evaluate the
model rigorously enough for important capabilities.
Adding data points that make the model more ro-
bust to such examples improves the model overall.
However, this improvement was not captured in
the static evaluation as the test set might not have
contained such specific examples for these capabil-
ities in the first place. This is why the failure of
model in these scenarios went unnoticed till it was
evaluated specifically for those capabilities using
Checklist. This observation bolsters the case of
using Checklist evaluation for better understanding
and explainability of the limitations of the model.
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3.3.3 Testing on Multiple Template Sets

The fact that TrS and TeS have very similar (but not
the same) examples as they were generated from
the same set of templates can be one reason for
the augmented model’s extremely low failure rate.
However, to analyze whether the model learned
generalizable capabilities from the TS-1 and ascer-
tain that these gains in performance corresponding
to lower failure rates are not specific to a template
set, we asked a new independent annotator to use
the documentation guidelines to create templates
from scratch. The data generated from this indepen-
dently generated template set is used to evaluate
the base and augmented model (Aug-1, which was
trained on data from TS-1). This process was car-
ried out with four different annotators, resulting in
4 new augmented models (Aug 2-5).

Specifically, we created a larger study and asked
four more annotators to create template sets in-
dependently using the documentation guidelines.
These template sets are called TS-2, TS-3, TS-4,
and TS-5. Data from each template set was also
split into training and testing sets with a ratio of
60:40. The same base model was first used, and
failure rates were recorded on each template set.
Next, four more augmented models were created
(Aug-2, Aug-3, Aug-4, and Aug-5). For creat-
ing Aug-i (2≤i≤5), the training data from TS-i
was combined with the base model’s training data,
and the model was re-trained on this entire dataset.
Now the failure rates of Aug-i were recorded on the
held out test set (data points coming from the same
templates but disjoint from the training augmented
data) of TS-i and the entire data from the rest of
the template sets.

All template sets were generated by annotators
with expertise of English language and were cross-
checked for correctness. The number of templates
in each template sets ranged from 18-25 distributed
among the different capabilities. The number of
examples generated from template sets that were
added to retraining of the model (including per-
turbed examples for robustness test) were close to
50k for each of the augmented models. There were
no templates that were exactly the same in any pairs
of template sets, though, there were some templates
that were similar. The overlap in terms of exam-
ples generated was less than 0.02% between any of
the sets. The lexicon keywords had some common
vocabulary. However, this can be expected due to
the specificity of the task and the words that are

commonly used in such offensive statements.

3.3.4 Performance on Multiple Template Sets
We report the average failure rates in Table 3. The
reported average is the weighted average of failure
rates across different capabilities, weighted accord-
ing to the number of examples the template set has
for that capability. The results across template sets
vary, and we discuss the challenge of ascertaining
template quality in detail in section 4.3.

We found that for all our augmented models,
the failure rates between the base and augmented
model significantly differed for the test holdout
of its own template set. Further, the augmented
models showed better performance than the base
model across all examples from all other template
sets that were generated independently by different
annotators. In fact, we saw improvements up to
15-20% in multiple cases (e.g. Aug-1 on Ts-3 and
Ts-5) . This indicates that the model did learn
some generalizable capabilities irrespective of the
template set used for augmentation.

Grouping the results by capability, we found a
general trend of lower failure rates in augmented
models. There were no clear trends of a particu-
lar capability consistently benefitting more or less.
The failure rates of Template Sets 2-5 on the Aug-
mented models 2-5 and base model grouped by
capabilities are in the Appendix.

4 Challenges and Open Questions

Our case study was an experiment of using Check-
list to debug NLP systems. It presents optimistic
findings for using human-in-loop for improving
model performance. However, using this technique
for evaluation and improvement is not straight-
forward or foolproof. In this section, we discuss
some nuances and challenges that we observed
while conducting these experiments.

4.1 Resource Requirement

The process, while effective, is intensive in both
human and computational resources.

Generating templates from scratch required a
significant amount of annotator hours. In our ex-
periments, it took 1 hour to create 5-7 templates
spanning 1-2 capabilities. This time can vary from
person to person. A single annotator required a
minimum of half of a workday4 and a maximum
of 2 workdays to come up with template sets. The

4a workday is taken as 8 hours
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time may also vary based on the task for which
templates are being generated.

Once the template sets are created, generat-
ing Checklist reports for evaluation is computa-
tionally cheap, the cost of model inference not-
withstanding. However, using the insights of this
evaluation to carry out the targeted data augmenta-
tion procedure can be compute-heavy. Retraining
the model can cost significant time, money, and en-
ergy. Fine-tuning, though computationally cheaper
can lead to over-fitting on template sets, which is
why we chose not to take the approach. Further,
going through the iterative and parallel versions
of the process would require further investment of
human and computational resources to generate
more template sets, employ more annotators, and
repeated retraining of the model.

4.2 Methods to Improve the Model
In the current version of the process, we used a
simple but effective iterative data augmentation
procedure. While this is effective in our case it
can lead to over-fitting or catastrophic forgetting
in deep learning models. Furthermore, as stated
earlier, the process itself is compute-expensive.

Data augmentation may not be the only (or the
most optimal) solution. Some other methods that
can be utilized are continual training or fine-tuning.
Furthermore, there can be more than one way to
combine the initial training and template generated
datasets to yield better performance. Thus, the ef-
fective use of the insights from Checklist evaluation
still remains an open question for future studies.

4.3 Template and Template Set Quality
An important question for any evaluation technique,
whether static benchmark or human-generated tem-
plates, is its quality. In both cases, it is difficult to
quantify quality.

The main reason why it is important to estimate
the quality of template sets is evident from the re-
sults of Table 3. None of the augmented models
are better for all the template sets across the board,
and performance on the same template set can vary
significantly for different augmented models cre-
ated by augmenting different data points. Thus, the
templates that humans come up with and the exam-
ples that those templates generate can significantly
impact how much the model improves.

Quality can be viewed in two ways, absolute
quality, and relative quality. Absolute quality of
a template refers to easily quantifiable measures

such as the number of examples it generates and
the capabilities it covers. On the other hand, two
templates are compared for their quality in the case
of relative quality. In this case, the higher qual-
ity template would intuitively be one that can find
more bugs or result in higher failure rates in the
model. It is important to note that higher absolute
quality may not always result in higher relative
quality. A template can generate more examples
and cover more capabilities and give low failure
rates, leading to finding fewer bugs than another
template that generates fewer examples or spans
fewer capabilities.

Relative template quality is a more effective way
for quality analysis of templates because it is driven
by failure rates of the model on the template com-
pared to other templates, and this is the basis of
finding bugs using Checklist. However, whether a
template is ‘tougher’ (hence, of higher quality with
respect to relative quality evaluation) or ‘easier’
is subjective to the model and its training data. In
other words, a template that results in higher failure
rates for a particular model as compared to another
template of the same capability can show lower
failure rates when used with another model and
vice versa. Furthermore, human analysis of tem-
plate quality may not always sync with the model
performance. That is, a template that a human may
deem to be ‘tougher’ for a model may not be so.

Following the definition of template quality for
individual templates may not always extrapolate to
a template set’s quality. That is, while comparing
the quality of two template sets, it can be possible
(and in fact, often observed in our study) that a
template set may contain some templates that are
of a higher relative quality and some templates
that are of lower relative quality as compared to
the templates of another template set. This makes
it even more difficult to quantify even the relative
quality of template sets that span multiple templates
and capabilities.

Further, template generation by humans is an
endless process; one can keep on generating more
and more templates given time. In fact, in the ex-
treme situation, it is possible that the an iteration of
Checklist evaluation may not reveal any actionable
bugs, in such a scenario, it would be unclear as to
how many iterations would be needed in order to
claim that the model does not have any bugs.

Moreover, within template sets, multiple capa-
bilities are covered by putting together different
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templates by annotators. Our results show that this
does not lead to consistent improvements across
capabilities. Thus, obtaining the best combination
of different templates is not straight-forward. A
detailed study into what constitutes better quality
templates can help ascertain a more effective selec-
tion process from a large set.

Finally, multiple templates can be combined to
form template sets, and how to put together tem-
plate sets that uniformly benefit all capabilities is
unclear. Thus, techniques to find the optimal and
representative template sets generated with little
human effort and can be relied upon for holistic
evaluation are an imminent challenge and makes
quality estimation of templates and template set an
important open question.

4.4 Experience of Annotators

Since annotators are an indispensable part of this
study, it was important to understand their perspec-
tive. We thus interviewed the annotators in order
to gain insight into their experience.

For our study, the annotators can be considered
as ‘experts’ 5. The common feedback we received
was that it was difficult to come up with the tem-
plate sets from scratch. On further probing, this
difficulty could be broken down into multiple steps.

First, generating offensive content templates
needs specific vocabulary, also known as lexicons
in Checklist. Creating these lexicons from scratch
can be subject to creativity and offensive language
usage. Further, using these lexicons to generate
templates is again subject to creativity, which varies
from person to person, and can be difficult to repli-
cate from a scientific perspective. This difficulty
can be ported to almost any task for which tem-
plates are to be generated as it would need the
creation of specific lexicon vocabulary and their
combinations.

Secondly, it is not easy to ascertain what set of
templates is best. As discussed in the template
quality section, while the quality of individual tem-
plates can be judged by failure rates, for an anno-
tator developing templates in a limited time-frame,
the template set generated may not always be opti-
mal, or the best possible set that finds the maximum
bugs. Thus, without instant model feedback, decid-
ing which templates are good and which are not is

5educated in English and having understanding equivalent
to graduate-level courses in natural language processing and
machine learning

difficult, and finding the most optimal template set
may not be feasible.

Finally, from the perspective of this particular
task of the case-study, offensive content itself is
a topic open to interpretation from perspectives
of communities coming from varied socio-cultural
backgrounds and individual sentiments, philosophy,
and beliefs. What one person may find offensive,
another person may not, and vice versa. As a result,
despite well-documented qualitative guidelines of
expectations from the models, individual examples
can have debatable annotation. This ambiguity is
also carried into the template generation process,
where an annotator’s individuality may reflect in
the offensive templates that they generate.

Typically, it is easier for humans to verify an-
notations or explanations rather than generating
them from scratch. This can be extended to judg-
ing whether a template is correct and useful. Thus
developing techniques that can be utilized for au-
tomated template creation from small seed data
followed by verification and labeling by humans
can be an important future research direction.

4.5 Multilinguality

Given the rapid adoption of massive multilingual
systems in NLP, there is an increasing need for
evaluation in other languages. Thus it is intuitive to
feel the need to use Checklist for multilingual mod-
els. However, template generation would typically
need a native or fluent speaker of the language.
It can often be difficult for researchers building
massive multilingual systems to find experts flu-
ent in multiple or specific languages. While the
open-source Checklist framework provides limited
capability of generating multilingual templates, it
is not powerful enough to automate the process
for different languages without sufficient human
supervision. Thus, developing ways to create multi-
lingual Checklists using Checklists in one language
easily has immense scope.

5 Conclusion

State-of-the-art systems have been known to break
down when deployed in the wild because of heavy
reliance on static evaluation benchmarks that fail to
holistically test the system. Several non-standard
forms of evaluation into specific aspects of the mod-
els can lead to insights that might otherwise go
unnoticed. Human-in-loop processes have been
known to aid better explainability, trust, debugging,
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and improvement of NLP models by combining
automation with human-expertise of language use.
The Checklist framework introduced a behavioral
testing approach for finding bugs in NLP models,
which showed that state-of-the-art systems fail on
the simplest of capabilities.

We presented a case study of using Checklist
to debug an English offensive content detection
system. The process we utilized was two-staged:
First, we employed a human annotator to generate
templates for evaluating specific model capabilities.
These results were leveraged to find bugs, or capa-
bilities in which the model is not performing as per
expectation. The second step was to augment the
data generated from these templates and re-train
the model. This led to targeted bug-fixing and bet-
ter performance not just on the test sets created
from the same templates, but more generally, on
independently created template sets.

Using this technique led to not only improved
models but also a better understanding of the lim-
itations and capabilities of the model in context
of specific requirements. Our findings add to the
growing optimism of using human expertise and
non-standard evaluation to improve performance,
better explainability, and increase trust in NLP sys-
tems deployed in real-world uncontrolled usage
environments.

We also discuss various challenges of employing
such a human-in-loop strategy. These include re-
source requirements, different methods to improve
the model, determining the quality of templates and
template sets, finding the optimal and representa-
tive template set, the difficulty for human subjects
to create templates from scratch, and extension
of the paradigm to languages other than English.
This leads to the conclusion that the process, even
though beneficial, leaves many open questions that
need to be addressed.

We hope that our work further increases atten-
tion to the Checklist paradigm and motivates re-
searchers to evaluate and improve black box NLP
models using non-standard and explainable human-
in-loop evaluation and investigate its challenges.
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Model Characterization Negation Violence Unsafe Robustness
Base 21.23 2.59 0.2 28.3 24.17
Aug-2 0.01* 0* 0* 0.06* 0.00*
Aug-3 19.93 1.35 0.2 28.25 17.24
Aug-4 11.85 2.19 0.3 6.27 11.49
Aug-5 19.22 1.82 0.2 29.02 17.84

Table 4: Failure Rates (%) of grouped capabilities on Template Set - 2. (* refers to tested on the test holdout set
such that the testing examples are disjoint from training data of the augmented model but come from the same
template set)

Model Characterization Negation Violence Unsafe Robustness
Base 21.21 18.27 20.98

Annotator did not create Template

35.26
Aug-2 16.88 3.90 12.43 24.22
Aug-3 0* 0* 0* 0.01*
Aug-4 23.56 9.15 15.69 32.04
Aug-5 15.03 7.24 17.35 22.88

Table 5: Failure Rates (%) of grouped capabilities on Template Set - 3. (* refers to tested on the test holdout set
such that the testing examples are disjoint from training data of the augmented model but come from the same
template set)

Model Characterization Negation Violence Unsafe Robustness
Base 12.99 21.01 32.98 56.03 32.63
Aug-2 8.50 12.56 9.65 33.12 13.68
Aug-3 13.46 17.64 12.73 50.35 30.38
Aug-4 0* 0.01* 0* 0* 0*
Aug-5 9.43 11.89 15.28 43.5 21.99

Table 6: Failure Rates (%) of grouped capabilities on Template Set - 4. (* refers to tested on the test holdout set
such that the testing examples are disjoint from training data of the augmented model but come from the same
template set)

Model Characterization Negation Violence Unsafe Robustness
Base 14.41 24.21 98.48

Annotator did not create Template

37.29
Aug-2 6.57 9.58 97.79 29.07
Aug-3 3.85 3.70 96.98 25.07
Aug-4 8.32 16.01 72.22 33.35
Aug-5 0* 0* 0* 0.01*

Table 7: Failure Rates (%) of grouped capabilities on Template Set - 5. (* refers to tested on the test holdout set
such that the testing examples are disjoint from training data of the augmented model but come from the same
template set)
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Abstract
We present a systematic procedure for inter-
rater disagreement resolution. The procedure
is general, but of particular use in multiple-
annotator tasks geared towards ground truth
construction. We motivate our proposal by
arguing that, barring cases in which the re-
searchers’ goal is to elicit different viewpoints,
interrater disagreement is a sign of poor qual-
ity in the design or the description of a task.
Consensus among annotators, we maintain,
should be striven for, through a systematic pro-
cedure for disagreement resolution such as the
one we describe.

1 Introduction

A growing body of literature signals a thorny issue
with assessing general progress in the field of natu-
ral language processing (NLP) as part of artificial
intelligence. Benchmarks that are considered ‘gen-
eral’, and are widely used as standards to assess
NLP systems’ performance, turn out to be rather
specific, and hence of more limited significance
than commonly acknowledged (Raji et al. 2020;
Schlangen 2020). Good performance on specific
benchmarks does not guarantee good performance
across the board (Faruqui et al. 2016; Bakarov
2018; Ethayarajh and Jurafsky 2020): it only helps
with gaining understanding of how certain systems
work for those specific benchmarks. In order to
claim progress across the board, one would need to
evaluate system performance on a certain reasoned
series of such specific benchmarks, that is, results
on a host of “more focused and explicitly defined
problems” (Raji et al., 2020, 1). To enact this, one
would need a ground truth for the evaluation of
each specific task-cum-dataset, including ground
truths in expert domains.

Ground truth construction is challenging. In
this paper we focus on the process of construct-
ing ground truths via semantic annotations tasks.

Recent studies stress the intrinsic difficulty of se-
mantic annotation due to vagueness and ambiguity
(Aroyo and Welty 2015; Kairam and Heer 2016;
Pavlick and Kwiatkowski 2019). Importantly, some
argue that interpretative disagreements due to dif-
ferent conceptualizations or perspectives cannot be
seen as just ‘mistakes’ (Sommerauer et al. 2020;
Herbelot and Vecchi 2016). It is our tenet that in
ground truth construction differences in conceptu-
alizations or perspectives can and must be explic-
itly specified as an integral part of annotation tasks;
moreover, interrater disagreement is not necessarily
due to inherent ambiguities in the data, but at least
in part to the annotation task being underspecified,
in particular as to the right context to consider.

Take annotation tasks involving relatedness or
similarity judgments, which are key types of judg-
ment for NLP evaluation. Similarity is not a prop-
erty of two things by themselves in isolation: it is
always judged by a specific standard, and by weigh-
ing properties of the things compared in differ-
ent ways, according to a context (Goodman 1972;
Batchkarov et al. 2016). When people judge by dif-
ferent standards1, disagreement arises as a matter
of course - and is especially likely when annotating
texts of high conceptual density, as this requires
a lot of prior knowledge and interpretation. In or-
der to get comparable and meaningful annotations,
judgment standards need to be aligned and made
extremely transparent.

In this paper we propose a six-step systematic
procedure for interrater disagreement resolution
in which conceptual alignment figures as one of
the steps. The procedure is designed to facilitate
the resolution of interrater disagreement that fre-

1As Gladkova and Drozd (2016) point out, similarity is
defined by Turney and Pantel (2010) as co-hyponymy (e.g.
car and bicycle), whereas Hill et al. (2015) define it as “exem-
plified by pairs of synonyms; words with identical referents”
(e.g. mug and cup).
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quently arises in annotation tasks in which multiple
annotators participate. The emergence of disagree-
ment in annotation tasks is valuable information,
albeit of a negative type: barring cases in which
the researchers’ goal is none other than eliciting
disagreement, interrater disagreement, we main-
tain, is a sign of poor quality in the design or the
description of a task. In ground truth construction,
consensus among annotators should be striven for.
The procedure applies to a wide range of annotation
tasks, namely every task involving the application
of one or more concepts to a unit of annotation (a
fragment of text, such as a paragraph or a sentence,
or a more artificial unit, such as a string with a
length of n characters). We hold that the benefit of
a systematic procedure of resolving interrater dis-
agreement is twofold: first, such a procedure leads
to the construction of reliable and well-grounded
datasets, and second, it ensures that the resolution
proceeds in a non-arbitrary fashion allowing for
proper documentation and replicability of the data.

2 Related work

Computational research: interrater agreement,
dataset creation and ground truths Standard
methods for measuring interrater agreement and
reliability (Artstein and Poesio, 2008) such as (Co-
hen’s) kappa (Cohen 1960; Landis and Koch 1977)
and Krippendorff’s alpha (Krippendorff, 2013)
output a single score to represent the agreement
between different raters. Methods such as the
CrowdTruth framework (Aroyo and Welty 2014;
Aroyo and Welty 2015) give a more detailed dis-
agreement analysis, though only in post-annotation
phase. Similarly, Kairam and Heer (2016) mention
that disagreement cannot simply be treated as noise
and propose a post-annotation method for identify-
ing different valid interpretations annotators may
use to come to different conclusions. By contrast,
we take disagreement analysis and resolution as
internal to the annotation procedure.

Sommerauer et al. (2020) stress difficulties with
annotation due to ambiguity or vagueness in lan-
guage while studying cases in which disagreement
between different annotators is expected and mul-
tiple answers are legitimate. Our focus is datasets
that are meant to be used as ground truths. In
ground truth construction, we argue, it is necessary
to resolve cases of disagreement (disagreement res-
olution phase, see step 5 below), and, more impor-
tantly, dispel the ambiguities that cause disagree-

ment (if ambiguity is the cause of the disagreement)
by task specification, either by redesigning the task
or by making the annotation guidelines more pre-
cise (conceptual alignment phase, see step 2 below).
We do recognize that genuine disagreement might
exist due to e.g. ambiguity in language in existing
datasets (see also, Palomaki et al. (2018)), but we
see legitimate disagreement as having a specific
meaning: it is either a signal that further resolu-
tion is needed (through annotation task redesign or
guideline redefinition), or it is the possible result
of a task specifically designed to chart or elicit in-
stances of disagreement, as in Sommerauer et al.
(2020) or Herbelot and Vecchi (2016).

We offer a procedure by which annotators can
avoid disagreement due to unclarity of the task, ac-
curately discern the reason for disagreement when-
ever it arises, and make a deliberate decision on
how these cases should be annotated. Any differ-
ences between ‘people’s beliefs about the world’
(or the data), we say, should be explicitly integrated
in task design such that annotators are required to
judge according to a certain perspective or set of
beliefs, and not from an absolute point of view. We
agree with Pavlick and Kwiatkowski (2019) that
disagreement between annotators cannot simply be
seen as noise in the data supposedly due to low-
quality annotations. However, while they divide
the annotations into consistent units to get sets of
consistent gold labels, we argue that in ground truth
construction the variety of human judgments can
and should be narrowed down to exactly one type
by specification of the task. In our case, the process
of identifying reasons for disagreement is part of
the annotation process, which allows for resolution
of disagreement and thereby a dataset suitable for
use as a ground truth for the task at hand.

In Betti et al. (2020), a general method for
constructing expert-controlled ground truths for
concept-focused domains is proposed, and the con-
struction for an actual ground truth for a philosoph-
ical corpus is described. Disagreement resolution
is mentioned, and one example of resolution is re-
ported, but no explicit general methodology for
disagreement resolution is offered.

It has been emphasized that the conditions under
which a dataset has been created need to be prop-
erly documented to allow for reproducibility and
replicability (Bender and Friedman 2018; Paullada
et al. 2020; Hutchinson et al. 2021). Language
models are known to pick up and reinforce exist-
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ing biases in data (see, e.g., Bolukbasi et al. 2016;
Zhao et al. 2017). Bender and Friedman (2018) of-
fer instructions on how to document data using data
statements to help reproducibility and replicability,
bring existing biases to the surface and improve
representation in future dataset creation. The pro-
cedure we propose asks for explicit decisions from
raters after deliberation. This requirement makes
the conditions of dataset creation clear, thus allow-
ing proper documentation.

Philosophy Peer disagreement is a topic of inves-
tigation in philosophy, in particular in the subfield
of social epistemology. A large amount of literature
exists on issues concerning both peer disagreement
(e.g. Goldman and Whitcomb 2011; Christensen
and Lackey 2013) and group decision making in
the face of such disagreement (e.g. List 2005), but
resolution procedures that aid in moving from peer
disagreement to unanimously agreed upon results
are not proposed, and are in general ‘[...] at best
rare in scientific contexts.’ (de Ridder, 2014). One
of the scarce examples is Gius and Jacke’s (2017)
procedure for resolving interrater disagreement in
literary corpus annotation. Although similar in ap-
proach, our work improves on the latter in terms
of applicability: we intend our procedure to be fit
for all annotation tasks that involve the applica-
tion of one or more concepts to units of annotation,
while Gius & Jacke focus on tasks within literary
analysis exclusively. Note that annotation tasks in
which concepts are applied to units of annotation
are frequent: any task involving the identifying of
instances of any concept qualifies. For example, in
our validation example in section 5.2 the annota-
tion task requires annotators to identify wide-scope
claims in the text of journal articles (that is, in-
stances of the concept of wide-scope claim).

3 Ground truths and interrater
agreement

In Pivovarov and Elhadad (2012) a Cohen’s kappa
of 0.68 is “accepted as representing a substantial
amount of agreement between annotators”. By
contrast, in Betti et al. (2020) the initial interrater
agreement of 0.65 was taken as a starting point to
reach further consensus. When the aim of the an-
notation is e.g. to get an overview of the variety of
ways in which people interpret statements, then in-
terrater agreement need only be high on statements
for which there is only one obvious interpretation
and so agreement is expected. However, when

the annotations are supposed to establish a ground
truth, interrater agreement, we argue, should be 1.

One strategy used for getting the interrater agree-
ment on the ground truth to 1, is to discard disputed
annotation(s) (see, e.g., Kenyon-Dean et al. (2018)).
But clearly this is loss of valuable information: for
the purpose of training and evaluating a computa-
tional system we want to be as specific as possible
as to what its output needs to be; by tossing out
disputed annotation we underspecify what the right
output on the matter is. Consider one of the exam-
ples in Herbelot and Vecchi (2016): “MISSILES EX-
PLODE received the labels SOME, MOST and ALL.
It is likely that the SOME interpretation quantifies
over missiles which actually explode, while the
MOST/ALL interpretation considers the potential of
a missile to explode”. For ground truth construc-
tion, it is necessary to specify whether an annotator
should e.g. take an actual or potential interpreta-
tion, to prevent annotators from making arbitrary
choices or introducing unknown biases.

So, if an annotation data set is to be used as a
ground truth, agreement should be the aim. When
disagreement arises, it is important to identify why
it arises, and make well-grounded decisions on how
to deal with it. In the next section, we will outline
a procedure for annotation through which differ-
ent reasons for disagreement can be identified and
which specifies directions for resolution of each
of these types of disagreements. The procedure
results in a reproducible dataset by forcing annota-
tors to make well-grounded, and thereby traceable
decisions on their annotations. Note that traceabil-
ity makes the procedure relevant to all annotations,
not just ground truth construction.

The annotation procedure supposes what we call
an ‘annotation toolbox’ consisting of (i) the annota-
tion task or question, (ii) the guidelines specifying
the instructions for annotation and (iii) some kind
of definition or characterisation of the key concepts
involved (see step 2). Fixing the definitions and
characterisations of these concepts is essential to
the conceptual alignment of annotators and for sub-
sequent use of the resulting annotations. The use
of the annotation toolbox also facilitates disagree-
ment resolution insofar as annotators can refer to
elements of the toolbox to give a justification for
their scoring. This also means that if disagree-
ment cannot be resolved by referring to elements
of the toolbox, the toolbox is incomplete, or in any
case insufficient as a basis for annotation. In this
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case, further expert research might be necessary to
supplement the annotation toolbox. Based on the
newly supplemented annotation toolbox, previous
annotations might have to be redone, for there is
no guarantee that these would end up receiving the
same scoring. If such a resolution or supplementa-
tion is deemed impossible, the annotation cannot
be completed and cannot lead to a dataset that is
suitable as a ground truth.

4 The annotation procedure

What follows is a description of the steps of the
annotation procedure (see flowchart in figure 1).
Throughout this description we will talk of ‘scor-
ing’ as the act of annotating a single unit. This is
intended to also refer to types of annotation that are
more adequately called ‘categorizing’, ‘labelling’
or otherwise. Note that with the exception of cases
in which step 0-2 is performed by the same group
of researchers as step 3-5 (see, e.g., section 5.1
in which the annotation procedure of Betti et al.
(2020) is described), the annotators should be un-
der close supervision of the researchers formulating
the research question, and those setting the annota-
tion task and guidelines, throughout all steps of the
procedure.

4.1 The procedure
Step 0: Research setup and hypothesis forming
In this initial phase, the prior research is done
which indicates the need for an annotation task,
research question(s) and hypotheses to be tested
are formulated, and an annotation task is distilled
to test these hypotheses. If at any point it is no-
ticed that the research question or hypotheses are
ill-defined or the annotation task does not match
the research question, one should return to this step
and start the process anew.

Step 1: Setting up annotation task and guide-
lines In this phase, the annotators are either pre-
sented with or set up themselves both 1) the anno-
tation task, and 2) a set of annotation guidelines
that guide 1). Ideally the annotators are already
involved in the task and guideline set up since this
improves the understanding of the task. 1) is im-
mutable; if for some reason during the annotation
procedure the task changes, the annotation proce-
dure is reset and new guidelines must be set up that
correspond to the new task. 2), however, is muta-
ble; it can happen that new insights emerge during
the annotation procedure that call for additional

annotation guidelines or for an improvement of the
existing ones. In case setting up the annotation task
and guidelines requires additional research, one
should return to step 0.

In developing the guidelines, researchers should
consider how to score units that are ambiguous
and therefore might endorse more than one inter-
pretation. We recommend that instead of using,
e.g., a simple binary scoring system, an “ambigu-
ous” score is added to prevent forcing a decision.
Forcing decisions could lead to arbitrariness, while
ambiguity is still a real part of natural language
that should be reflected in annotation. It should be
ensured that this category won’t mask unclarity in
the task or the guidelines, by asking annotators to
specify the source of unclarity (e.g. lexical ambi-
guity).

Step 2: Interrater conceptual alignment In
this phase, the researchers identify the key con-
cepts2, and make sure that all annotators agree on
the meaning or function of those concepts in the
context of the task by specifying the definitions
and characterisations for these concepts. In case
researchers and annotators are two different sets
of people, the annotators should be trained by the
researchers in the concepts relevant to the task. The
annotation procedure cannot move beyond this step
if no interrater conceptual consensus is reached;
this type of mismatch will almost certainly result
in irresolvable conflicting annotations. Complex
concepts, viz. concepts that involve many subcon-
cepts when unpacked (e.g. philosophical concepts)
require unpacking in the form of an interpretive
model in the sense of Betti and van den Berg (2014).
In these interpretive models, relations between sub-
concepts in the definition or characterisation of the
concept modelled are made explicit. This facilitates
the identification of instances of complex, rich con-
cepts such as epistemology (see section 5.1). Such
elaborate specification might not be required for
simpler, or already well-defined concepts used con-
sensually in different domains; in such cases, we
expect less elaborate methods to suffice.

After consensus is reached on all key concepts
that the annotators are aware of at this stage, the
annotators can be expected to have an equal under-
standing of these concepts, which they can apply in

2By ‘key concepts’ we mean concepts mentioned in both
task and guidelines. Note that settling on a definition for a
concept at this step might require adding further new concepts
to the guidelines in step 1, which should in turn be settled in
step 2.
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Figure 1: This flowchart serves as a summary of the annotation procedure detailed in section 4. The oval boxes
contain the resulting annotations, green for agreed and pink for unresolved annotations. See https://github.

com/YOortwijn/HumEvalDisRes to view the image separately.

annotating the units. As we observe in our second
test case (section 5.2), questions for which there
are issues with conceptual alignment receive lower
interrater agreement than questions without such
issues. The annotations for these questions should
be redone after returning to this step for proper
conceptual alignment.

Similar to step 1, it is possible that for the def-
inition of concepts it is necessary to do further
research, in which case one should return to step
0, or to further specify the task or guidelines, in
which case one should return to step 1.

Step 3: Individual annotation Next, the anno-
tations are performed according to the annotation
guidelines specified in step 1. The manner in which
the individual annotation proceeds depends on the
guidelines, but as a general rule all annotators
should score independently from each other to pre-
vent being influenced by each other’s scores.

Step 4: Annotation comparison After the in-
dividual annotation process, the annotations are
compared. The comparison ideally yields a large
set of agreed-upon annotations, but will likely also
yield a set of conflicting annotations. For the latter,
the disagreement resolution procedure should be
put into operation. As mentioned in section 3, if
conflicting annotations are simply discarded, we
obtain an incomplete dataset which is not fit for use
as a ground truth. Moreover, in such cases, hidden
unclarities are likely to persist in the task or guide-
lines (see step 5, a below); as a consequence, we

cannot trust previously agreed-upon annotations
to reflect genuine agreement. We recommend in
any case that it be specified whether the annotation
procedure for the dataset under consideration has
proceeded beyond this step; for, if not, then no at-
tempt has been made to even check for inconsistent
scoring by the same annotator (see step 5, c).

Step 5: Disagreement resolution We identify
five main sources of interrater disagreement:

(a) Task or guideline unclarity. Among the pos-
sible reasons for interrater disagreement are 1) at
least one annotator made a judgment based on a
deviant interpretation of the nature of the task, and
2) the guidelines harbor residual unclarity as to the
individual annotation procedure due to e.g. missing
or vague instructions.

In case 1), the annotators should achieve a uni-
form understanding of the task through discussion.
Different construal of the task can be due to poor or
missing definition of the concepts involved in it. In
this case the annotators should return to step 2. For
other task unclarities the annotators should return
to step 1. Recall that the task is immutable, so if it
becomes apparent that the annotators cannot agree
on what the task to be performed is, the whole an-
notation procedure should be abandoned; there is
no justification for continuing an annotation task
that is not equally clear for all annotators. The
annotators will have to restart the procedure and
redefine the task in such a way that all annotators
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understand what is expected of them.

In case of 2), the annotators should return to
step 1 to reconsider the guidelines and, depending
on the source of confusion, amend or supplement
them. This should not be a controversial practice:
it is not the task itself that is amended, but only
the lines along which it is carried out most success-
fully. Note that in cases of drastic changes to the
guidelines3, the whole individual annotation pro-
cess likely needs to be redone. This option should
be duly considered since this situation casts doubts
also on the cases of agreement in the dataset .

(b) Non-uniform interrater domain expertise. De-
spite having gone through step 2, there still may
be differences in the amount of background knowl-
edge that the annotators bring to the individual an-
notations. A difference in background knowledge
used in annotating can cause diverging annotations.
An example of divergence of this kind is when an-
notators align on the wrong width of some concept,
i.e. a too narrow or too broad definition or charac-
terisation of the concept, in which too many or too
few aspects of that concept are considered. Mis-
match in concept width among annotators is bound
to lead to diverging annotations. In such a case, the
annotators have to return to step 2.

(c) Inconsistent annotation. An annotator can have
annotated inconsistently by scoring two units differ-
ently that should be given the same score (e.g. be-
cause the two units are functionally synonymous).
In this case, the inconsistent annotator must decide
whether they agree with the other annotators. If so,
the scoring of the inconsistent units can simply be
corrected and the disagreement is resolved. Recon-
sideration might however lead to rescoring such
that the inconsistency is resolved, but the disagree-
ment is not. In such cases, disagreement resolution
won’t be of type (c), though, and must be discussed
under (a), (b), (d), or (e).

(d) Interpretive disagreement. Interpretive dis-
agreement arises when, despite the fact that the an-
notators have reached conceptual alignment, there
is disagreement about the purported meaning of cer-
tain terms in some unit. Annotators might hold a
different interpretation of a certain unit even when
they have an equal understanding of the concepts
used in that unit, for example due to the use of an

3What “drastic changes” are depends on the nature of the
task, and on whether the changes have any bearing on the
scoring of other, previously completed annotations.

ambiguous term. The way these disagreements will
have to be resolved is case-dependent. All annota-
tors should defend their choice by stating the rea-
sons for annotating the way they did. They should
try to convince the other annotators by (rational)
argumentation that their reading is the correct one.
The annotators should then together weigh each
others’ reasons and see whether agreement can be
reached. Whether the disagreement can be resolved
or not depends on whether the annotators can set-
tle for one interpretation that they all agree on. In
some complex cases, deliberation might need to
be postponed until research on the phenomenon
encountered has sufficiently progressed.

(e) Simple mistakes. If it is suspected that an an-
notator has made a simple mistake somewhere (a
typo, or disagreement about a unit that should not
be controversial), this has to be pointed out to the
annotator concerned. If they agree that they have
made a mistake, the annotation can be corrected.

4.2 Unresolved Annotations

By identifying the source of disagreement and, if
necessary, clarifying the task or guidelines for an-
notation, updating and repeating the (relevant parts
of the) annotation procedure should result in a com-
plete set of agreed-upon annotations. If there are
structural unclarities in the task or annotation guide-
lines, it might be necessary to redo the individual
annotations at step 3, and subsequent steps, after
the task and guidelines have been clarified (step
1-2). Further research might also be needed to
solve some disagreement (step 0) in which case the
annotation process should be halted.

In case the resolution procedure has still failed
to resolve all disagreements but the annotation pro-
cess has to be finished, it is possible to settle for
a deprecated dataset. Two strategies to complete
the annotation process commonly used in current
annotation dataset creation are: 1) the conflicting
annotations remain disagreed upon, with the re-
sulting data loss and problems with usage of the
dataset as a ground truth mentioned in section 3
as its consequence, or 2) a pre-appointed ‘dictator’
has the last say and resolves the disagreements by
force. The dictator does so by either forcing par-
ticular decisions of their own choosing (in which
case this part of the dataset is a single-annotator
portion), or by applying some judgment aggrega-
tion method, such as majority rule. The benefit of
choosing 1) is having a fully peer consensus-based
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annotation dataset, but this option imposes limits
on the applicability of the resulting dataset as a
ground truth. If 2) is chosen, there will be no unre-
solved disagreements, but the epistemic status of
the annotation procedure is significantly compro-
mised, not to mention the risk of having a dictator
that makes wrong or capricious decisions. These
options are up to those responsible for the resulting
dataset. We argue against keeping any disagree-
ments essentially unresolved (see section 3); at
the same time, we also advise strongly against ap-
pointing dictators, as persistent peer disagreements
reflect poorly specified tasks or unclear guidelines,
and the forced resolution of these disagreements
obfuscate such defects. Instead, a higher degree of
conceptual alignment or a better specification of
the annotation task or guidelines should be aimed
for. If this is not possible, both the dataset and
the cases of interpretive disagreement should be
flagged as such, and a report should be made.

5 Test cases

By way of illustration and validation, in this sec-
tion we outline two different user applications
of the procedure we have observed, by two non-
overlapping teams of domain expert annotators.
The first application concerns a study of a com-
plex, rich philosophical concept in the complete
corpus of the works of a specific author. In this
case, the annotators worked through the entire pro-
cedure. The second application concerns a study
of the methodological justification given to wide-
scope claims in academic literature. Although the
corpus used in the second case is also from the field
of philosophy, the annotation task is generic, and
could have been performed on any type of scholarly
article. The second team set up the research (step
0), annotation task and guidelines (step 1), but they
did not settle on the meaning of all key concepts
(step 2) before annotation. For the first case we will
give examples for each of the reasons for disagree-
ment, while for the second case we will focus on
an issue due to the lack of conceptual alignment.

5.1 Epistemology in Quine

In this task, the annotators scored paragraphs in
the work of the philosopher W. V. O. Quine for
relevance on his views on epistemology.4

4For more information about the dataset, see Betti
et al. (2020) and https://github.com/YOortwijn/
HumEvalDisRes

The annotators started by creating an initial in-
terpretive model at step 0. The annotation task and
guidelines, formulated as part of step 1, were as
follows: The annotators have to score paragraphs
based on the degree of evidence they contain with
respect to a research question (RQ) concerning the
nature of Quine’s naturalistic epistemology.

Guidelines: The annotators have three scoring
options:

1: the paragraph contains strong evidence for
some answer to the RQ.

0: the paragraph contains mild evidence for some
answer to the RQ, or the annotator is not sure
whether the paragraph contains sufficient evi-
dence to answer the RQ.

-1: the paragraph does not contain enough evi-
dence to answer the RQ.

As part of step 2 the annotators expanded the
initial interpretive model to make sure they had a
clearly defined, shared conception of all key con-
cepts. Without this, the annotators might have
started the individual annotation phase with diverg-
ing understandings of the concept of e.g. epistemol-
ogy and would presumably fail to score the same
way, leading to many disagreements.

After step 3 (individual annotations), the annota-
tors had an interrater agreement of about κ ≈ 0.65.
After step 4 and step 5, the identification and reso-
lution of all the cases of disagreement, an interrater
agreement of 1 was reached. The following are
examples of each of the possible reasons for dis-
agreement and how they were resolved:

(a) Task or guideline unclarity: In some of the
annotated paragraphs, Quine merely talks about the
views of different philosophers on epistemology,
instead of expressing his own. After discussion it
was decided to add to the guidelines the rule that
these paragraphs do not provide evidence for the
research question and hence should be scored -1.

(b) Non-uniform interrater domain expertise:
There was disagreement about a passage in which
the term “first philosophy” occurred without an ex-
planation of that term in the same passage. Not
all annotators agreed on the degree of evidence the
passage provided without an explication of “first
philosophy”. After further conceptual alignment,
the annotators agreed that “first philosophy” ex-
pressed a concept of central importance, and that
an equal understanding of the matter among anno-
tators was thus essential to the task. A characterisa-
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tion for the term was fixed, and the units containing
”first philosophy” were re-annotated in unanimous
agreement.

(c) Inconsistent annotation: Two paragraphs that
had to be annotated indicated Quine’s blurring
of the boundary between ontological statements
and (natural) scientific statements, only in different
wording. One annotator scored the two passages
differently, and corrected this after notice from and
discussion with another annotator.

(d) Interpretive disagreement: One annotator
scored 1, the other two 0. Upon discussion, the
first annotator explained to have read the unit as if
Quine defended a view mentioned as the “straight-
forward view”. After discussion, the annotator
became convinced that this cannot be clearly said
from the fragment, and thus consensus was reached
on scoring 0, resolving the disagreement.

(e) Simple mistake: An annotator noticed disagree-
ment about a paragraph that should not be contro-
versial. In that paragraph, Quine quite straightfor-
wardly states that mathematical logic is an example
of a hard science. The unit was rescored and the
disagreement was resolved.

5.2 Literature Reviews in the History of
Philosophy

In this annotation task, annotators scored articles
from the British Journal of History of Philosophy
between 2017 and 2019 by checking their abstracts,
introduction and methodological information for
clear statements of inclusion/exclusion criteria for
the sources the authors take into account, the com-
pleteness of the sources consulted, and the scope
of the claims authors made on this basis.5

The annotation task was as follows: for each arti-
cle, the annotators answer the following questions:
Exclusion/Inclusion

1. Does the article use a reproducible method-
ology with explicit inclusion and exclusion
criteria to identify and find primary literature?

2. Does the article use a reproducible method-
ology with explicit inclusion and exclusion
criteria to identify and find secondary litera-
ture?

Completeness

3. Does the article explicitly attempt to identify
all available primary literature relative to the

5For more information about the dataset, see https://
github.com/YOortwijn/HumEvalDisRes

research question?
4. Does the article explicitly attempt to identify

all available secondary literature relative to
the research question?

Wide-scope claims

5a. Does the article argue for wide-scope his-
torical claims, i.e., claims spanning multiple
decades or periods or intellectual movements?

5b. If 5a is answered positively, does the article
qualify the wide-scope claims?

Guidelines: The annotators will annotate the
article by scoring ‘1’ for yes, otherwise, by scoring
‘0’. In case of a discrepancy between the abstract
and body of the article, the body (represented by
the introduction and methodology section) will be
leading. The annotators will also check section
and subsection headings in order to identify other
relevant sections related to the finding and use of
primary and secondary literature.

The annotators did not construct interpretive
models for the key concepts in the task/guidelines.
This is understandable, given the low complexity of
concepts involved. The problem, though, is that the
team did not fix definitions or characterisations of
all relevant terms from the outset either, as will be
clear below, and by contrast with the annotations
in section 5.1. Missing this essential part of the
annotation toolbox is a shortcoming that resulted
in an interrater agreement unnecessarily lower than
it should have been. We will highlight one case of
task or guideline unclarity (step 5, a).

During discussion on specific disagreements on
the basis of our flowchart, the annotators noticed
that they used different construals of what con-
stitutes a wide-scope claim. While the annota-
tors were able to resolve these disagreements on
a case-by-case basis, it cannot be guaranteed that
the agreed annotations would still receive the same
scoring by the new considerations on what consti-
tutes a wide-scope claim. Therefore, when in step 5
of the procedure it is discovered that the interpreta-
tion of key terms should be refined, it is necessary
to revisit all annotations. By following the first
three steps of the procedure before starting the in-
dividual annotations, annotators are forced to settle
on an interpretation of terms such as wide-scope
claim before annotating. This way disagreement on
many passages and the need to redo all annotations
can be avoided.

The interrater agreement on this task was κ ≈
0.71 before disagreement resolution. The annota-
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tors resolved all cases of disagreement using step 5
of the procedure. 62% of the disagreements were
determined to be inconsistent annotations (5, c),
21% were due to guideline or task unclarity (5, a),
10% were due to non-uniform interrater expertise
(5, b) and 7% were simple mistakes (5, e).

Note that the two questions about wide-scope
claims have a much lower interrater agreement of
κ ≈ 0.45. This can be explained by the problems
concerning the different construals of what consti-
tutes a wide-scope claim discussed above and em-
phasized the need for conceptual alignment. Note
also that no cases of interpretive disagreement were
identified. This is likely because, after the interpre-
tation of concepts has been settled in step 2, there
is not much need for extensive interpretation of the
units of annotation in this annotation task.

6 Further applications

We have shown how the procedure applies to the
two test cases discussed in section 5. However, our
procedure is not limited to cases of that type. Con-
cepts are involved in any type of annotation task,
and any concept necessitates both interpretation
and conceptual alignment.

Consider the case of Herbelot and Vecchi (2016)
again: “MISSILES EXPLODE received the labels
SOME, MOST and ALL.”. Suppose we want to con-
struct a ground truth of property-object pairs. The
example shows that the guidelines should specify
whether to use an actual or potential interpreta-
tion of property possession. Note, though, that
settling for an interpretation often won’t be enough:
while annotating under a potential interpretation,
the issue may arise whether objects should have
the potential to have a property actually (most do,
but some are faulty) or teleologically (all). By our
procedure, these ambiguities become apparent, and
disagreement can be resolved.

The two test cases of section 5 both have aca-
demics as annotators, but this is no intrinsic require-
ment of our procedure. For some linguistic tasks,
being a native speaker of the relevant language is
enough expertise to be able to grasp and apply the
concepts involved in the task. Another matter is
the common practice of resorting to crowdsourcing
platforms6 to construct large, non-academic anno-
tation datasets. The practice is useful, but ill-suited
to accommodate the type of disagreement resolu-
tion we envisage. Our take is that even though it

6See e.g. https://www.mturk.com/

might not always be possible to adopt the entire
procedure for ground truth construction, we see no
fundamental, theoretical problems with its applica-
tion in a wide variety of cases.

7 Conclusion and further work

In this paper we proposed a six-step systematic
procedure for annotation focused on disagreement
resolution. We argued that disagreement is the re-
sult of poorly specified tasks or guidelines, or of
insufficient conceptual alignment among annota-
tors. To avoid incomplete datasets unfit for use as
ground truths, we set up the procedure in such a
way that the identification and non-arbitrary resolu-
tion of different types of disagreement is facilitated.
Disagreement resolution by a clearly defined pro-
cedure results in more reliable and well-grounded
datasets. By identifying the cause of disagreement
and giving appropriate instructions for resolution
for each type of disagreement, our procedure en-
sures that the resolution proceeds in a non-arbitrary
fashion allowing for proper documentation and in-
creasing replicability of the data.

We have validated the effectiveness and the im-
portance of our annotation procedure by two test
cases. The first case shows that conceptual align-
ment by itself does not guarantee that annotators
make no mistakes or only come across clarified con-
cepts, indicating the need for disagreement resolu-
tion after annotation. The second case emphasizes
the importance of task clarification and conceptual
alignment prior to annotation. Without this, the
likeliness increases of having to redo annotations
due to different construals of terms influencing both
conflicting and agreed-upon annotations.

In further work we aim to collect more use cases
to test the applicability of the procedure to more
varied types of annotations. Moreover, we want
to consider in more depth the interplay of step 0-2
and further elaborate on the idea of key concept at
step 2.
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