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Abstract

Human ratings are one of the most prevalent
methods to evaluate the performance of natu-
ral language processing algorithms. Similarly,
it is common to measure the quality of sen-
tences generated by a natural language gener-
ation model using human raters. In this paper,
we argue for exploring the use of subjective
evaluations within the process of training lan-
guage generation models in a multi-task learn-
ing setting. As a case study, we use a crowd-
authored dialogue corpus to fine-tune six dif-
ferent language generation models. Two of
these models incorporate multi-task learning
and use subjective ratings of lines as part of
an explicit learning goal. A human evaluation
of the generated dialogue lines reveals that ut-
terances generated by the multi-tasking mod-
els were subjectively rated as the most typ-
ical, most moving the conversation forward,
and least offensive. Based on these promising
first results, we discuss future research direc-
tions for incorporating subjective human eval-
uations into language model training and to
hence keep the human user in the loop during
the development process.

1 Introduction

Creating spoken dialogue systems includes a multi-
tude of challenges as they involve various language
processing (NLP) components. One such important
component concerns natural language generation
(NLG). Traditionally, the performance of a NLG
unit has been evaluated using automatic metrics,
such as BLEU (Papineni et al., 2002) or METEOR
(Banerjee and Lavie, 2005). Human evaluations
of NLG (i.e., rating autonomously generated di-
alogue responses) is still the most common (see
Li et al. (2016); Rashkin et al. (2019); Hashimoto
et al. (2019); Zhang et al. (2020) for measuring the
performance of such approaches). Comparing au-
tomatic metrics with human evaluations, however,

has shown little correlation between the two (Liu
et al., 2016; Lowe et al., 2017; Belz and Reiter,
2006; Novikova et al., 2017; Reiter, 2018), which
stresses the importance of using human evaluations
to rate the suitability of a system or part of a system
that will ultimately be used by humans again. In
recent times, appreciable advances have been made
in developing automated metrics showing correla-
tion with the human ratings (Zhang et al., 2019;
Mehri and Eskenazi, 2020). These approaches,
however, do not provide a method for measuring
the affect and emotional aspects of the generated
content which is central to our approach.

Despite human evaluations becoming increas-
ingly prevalent and affordable, they are usually
only seen as the final stage of the system design
process. Evaluations are hence performed after con-
cluding the implementation work and used to com-
pare the new approach to previous models or tech-
niques. The resulting feedback from the users is
then discarded unless used for future comparisons.
In this paper, we argue for keeping the human user
in the loop by including human evaluations in sub-
sequent natural language generation processes. To
keep the development of such a system at a fast
pace and low overhead cost, human evaluations
can not rely on a few experts but need to utilize
online crowd-workers. While crowd-sourcing plat-
forms allow us to gather ratings of several hundred
dialogue lines within a few minutes, such evalua-
tions cannot rely on sophisticated metrics requiring
a high skill or long training process of the raters but
need to utilize subjective ratings of lines instead.

To the best of our knowledge, this paper is a
first proof-of-concept exploration to include sub-
jective utterance ratings from crowd-workers col-
lected at a low cost and in a short time during
the training of a system which is generating re-
sponses for a dialogue agent. As a domain, we use
the geography-themed cooperative guessing game
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RDG-Map in which a human and an embodied
conversational agent try to identify countries on a
world map (Paetzel and Manuvinakurike, 2019). To
enhance the social component of the dialogue, the
human-robot team has a brief chat before and after
each game. Ultimately, we aim to increase people’s
engagement playing with the agent by adapting its
behavior to the human player. Depending on the
learning and playing style of a person, the agent
should maximize the team’s performance by either
encouraging or challenging the team mate during
play. As a first step, the agent was given two af-
fect states based on Russell (1980) which influence
its dialogue behavior: In addition to an indifferent
behavior, utterances could be excited and encour-
aging or impatient and provocative. Depending on
the team’s performance in the game and the human
responses to the agent, the affect state of the agent
gradually changes over time.

Initially, we used a crowd-authoring technique
to gather potential responses for our dialogue agent
(Mota et al., 2018). It has previously been shown
that such crowd-authored content helps achieve va-
riety in a dialogue system’s responses (Wang et al.,
2012; Mitchell et al., 2014; Shah et al., 2018). To
design the system described in this paper, we first
gathered subjective evaluations by a different set
of crowd-workers, rating the dialogue utterances
on the dimensions typicality, offensiveness, and
affect. We then used these utterances for training
models for neural language generation. We trained
six model variations to generate responses for dif-
ferent combinations of game scenario descriptions
and affective state. Two models were trained using
multi-task learning goals, making the estimation
of the subjective affect rating of the utterance a
secondary goal of the model. The main contribu-
tion of this paper is the performance analysis of the
multi-task models trained on crowd-sourced evalu-
ations compared to the models solely tasked with
generating dialogue lines. To compare the different
models, they were used to generate utterances for
scenarios both seen and unseen during training and
resulting dialogue lines were then fed back into the
evaluation system, acquiring the same human eval-
uations obtained for the original crowd-authored
lines. In addition to analyzing differences in subjec-
tive ratings of the dialogue lines, we compare the
human evaluations to the BLEU score as an exam-
ple of a traditional automatic metric for evaluating
language generation models. We conclude the pa-

per by discussing advantages and challenges of our
human-in-the-loop language generation pipeline
and suggest future work to improve upon and fur-
ther evaluate the suitability of our proposal.

2 Related Work

The role of crowd-workers in the development of
NLG models can be two-folded: Sentences pro-
vided by crowd-authors can be utilized as a source
of the surface form of the sentences that the di-
alogue system needs to generate or as feedback
about the performance of the NLG model. Meth-
ods for crowd-sourcing content include: (i) request-
ing the users to generate a sentence given a context
(Dušek and Jurčı́ček, 2016), (ii) asking users to gen-
erate surface forms using templates (Wang et al.,
2012; Mitchell et al., 2014), and (iii) showing the
dialogue to crowd-workers and asking them to para-
phrase a given dialogue (Shah et al., 2018). Utter-
ances collected using these approaches have been
shown to be diverse and have been used to train neu-
ral NLG models, some of which have achieved im-
pressive results in recent times. Another method to
utilize crowd-sourcing is to request crowd-workers
to rate the generated sentences on various perfor-
mance metrics (Dethlefs et al., 2012; Rieser et al.,
2014). Recent works have studied utilizing human
evaluations to train neural models directly (Ziegler
et al., 2019). Human judgments were shown to
be particularly useful for machine learning tasks
where the loss function for the intended learning
goal is difficult to express with the data alone. The
related work, however, did not focus on dialogue
generation but on other tasks that are difficult to
quantify objectively, like summarization.

While recent prominent neural NLG models
have been able to generate human-like sentences,
they are not only very large (in terms of the num-
ber of parameters), but also trained on enormous
data sets (in terms of the number of training sam-
ples) (Vaswani et al., 2017; Shirish Keskar et al.,
2019; Radford et al., 2018, 2019; Brown et al.,
2020; Li, 2020). Such models can respond well
even in challenging dialogue tasks (Zhang et al.,
2020; Adiwardana et al., 2020; Huang et al., 2020).
Due to the hardware and data requirements of such
models, fine-tuning pre-trained models is a popular
approach for obtaining well-performing language
generation models (Howard and Ruder, 2018; Chen
et al., 2020; Wolf et al., 2019a; He et al., 2021).
Lack of consistency is one of the major issues in
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neural dialogue generation, which has been tackled
by methods such as including persona or situation
description to improve the consistency between
generated sentences across multiple turns of dia-
logue. (Zhang et al., 2018; Liu et al., 2020; Wolf
et al., 2019b). In a similar fashion, the question
of how to incorporate information that enables the
consistent generation of affective, empathetic, or
emotional dialogue has been extensively studied
(Zandie and Mahoor, 2020; Shen and Feng, 2020;
Zhou and Wang, 2018; Qian et al., 2018; Lubis
et al., 2018; Rashkin et al., 2019; Lin et al., 2019).

In this work, we extend the literature by explor-
ing an approach for developing an NLG pipeline
using crowd content and subjective evaluations for
a limited corpus of in-domain data. Following Pruk-
sachatkun et al. (2020), we leverage the Empathet-
icDialogues (ED) corpus by Rashkin et al. (2019)
as an intermediate training step before training on
the domain-specific data. We apply models by Rad-
ford et al. (2019) and Zhang et al. (2020) on the
crowd-sourced content and human evaluations to
generate utterances for the given domain. Like in
the works of Wolf et al. (2019b), Zandie and Ma-
hoor (2020) and Ziegler et al. (2019), we use pre-
trained models to reduce the amount of hardware
and crowd-sourced data needed. However, we do
not use human judgments for reinforcement learn-
ing, like (Ziegler et al., 2019) or (Nguyen et al.,
2017), but for supervised learning.

3 A Crowd-Sourced Human Evaluation
Pipeline

Our pipeline to collect crowd-sourced ratings of
dialogue lines follows the approach described by
Mota et al. (2018) with few alterations. In the first
evaluation stage, a set of untrained crowd-workers
are asked to judge how typical and ordinary a sen-
tence is given a situational description and how
offensive it is on a five-point Likert scale. They are
also asked if the utterance is nonsensical, in which
case the relevancy and offensiveness questions are
skipped. The second evaluation stage focuses on
the affect of utterances, and workers are asked to
judge whether a sentence is excited, frustrated or
indifferent. In case they perceived the sentence as
excited or frustrated, they need to mark the strength
of the affect on a scale from 1 (slightly) to 4 (ex-
tremely). For easier computation going forward,
the affect rating is combined into a single scale
ranging from -4 to +4, with negative values indi-

cating frustration, 0 indicating indifference, and
positive values indicating excitement.

The pipeline runs fully automatically, given a set
of input utterances. Each new task that is created
and uploaded to Amazon Mechanical Turk con-
sists of five utterances and is rated by five different
crowd-workers. Crowd-workers are allowed to take
multiple tasks in a row, which results in a varying
level of familiarity with the task of individual raters.
Once evaluations for the first and second stage have
been performed by five people, their scores are au-
tomatically aggregated into a single average rating
per line. Figure 1 shows a sample evaluation of
a line written by a human crowdworker and three
language generation models for a given scene.

Crowd-workers were required to be based in the
US and have an approval rate of at least 80% to
take our HITs. They received $ 0.15 USD per task
they completed. Participation was fully anonymous
and no personal data was collected. People who
responded randomly to our task (see Section 7 for
a discussion) were manually flagged as unreliable.
Their ratings were consequently removed from the
result aggregation, and a respective number of re-
placement tasks were uploaded.

4 Model Implementation and Training

4.1 Training Corpora

Two sets of corpora were used in this project: The
set of utterances collected and rated by crowd-
workers specifically for the RDG-Map game, and
the EmpatheticDialogues (ED) corpus by (Rashkin
et al., 2019). EmpatheticDialogues was used as
an intermediary training step, with some models
being trained for response generation on ED before
being fine-tuned to the RDG-Map data (denoted as
ED→RDG) to give the models time to learn the
syntax of the task on a large dataset before applying
them to the small domain-specific corpus.

EmpatheticDialogues Corpus EmpatheticDia-
logues is a corpus which consists of 24850 con-
versations that are connected to a textual descrip-
tion of a personal experience (Rashkin et al., 2019).
Crowdworkers were asked to describe a situation
in which they felt one of 32 given emotions. Two
crowdworkers then conversed about their experi-
ence for up to six dialog turns. Unlike the RDG-
Map data, ED is not evaluated by human raters.
Instead, the dialogue is assumed to match the des-
ignated situation.
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The RDG-Map Corpus and Its Crowd-Sourced
Affective Evaluations The RDG-Map data was
collected using the crowd-sourcing process de-
scribed previously. The aim of the dataset is to
expand the original behavior of the dialogue agent
to make the interactive experience more engaging.
The dataset consists of 1512 utterances associated
with 61 different scenarios that occur in the RDG-
Map game and the pre- and post-game social chat.
Each scenario has a description of the situation the
human and robot are currently in and a direction
for the next utterance to be authored for the robot
(cf. Figure 1 for a sample). Each scenario includes
three different target affects: The robot is described
as either excited and encouraging, impatient and
provocative, or indifferent.

The RDG-Map corpus resembles ED in its main
characteristics: ED includes situational descrip-
tions, emotional labels, at least one dialogue line
per scenario, and comparable data fields. How-
ever, several notable differences exist between the
two corpora: For ED, the emotion label refers to
an experience rather than the content of the dia-
logue line, and the description of the experience is
narrated in first-person instead of the third-person
format of the RDG-Map scenarios. Moreover, the
situational descriptions in ED refer to a prior event
rather than a current situation. Perhaps the most no-
table difference that for ED, the affect is recorded
as textual emotion labels, whereas for RDG-Map,
it is recorded as a value. This means that in order
to perform emotion prediction on both sets, either
the task has to be changed between the two sets,
or the data has to be converted. This is explained
further in Section 4.4.

4.2 Language Generation Models
Three variations of pre-trained transformer-based
response generators were trained with the col-
lected utterances: GPT-2 (Radford et al., 2019),
DialoGPT (Zhang et al., 2020) and DialoGPT with
multitasking (further on referred to as “DialoGPT
(MT)”1) . These three models were in turn trained
with two levels of fine-tuning, either being trained
only on RDG-Map data or first on EmpatheticDia-
logues followed by RDG-Map data. This led to a
total of six model variations. Worth noting is that
GPT-2 and DialoGPT are architecturally the same
model, both being decoder-only transformers but

1MT in this scenario refers to “Multitasking”, and not
“Machine Translation” which is also commonly abbreviated
as “MT”

Scenario: The human and the robot have finished
playing the game and talked about the game for a
little while. If the robot is excited, how would it
say goodbye to the human player?

Human: I’ve got to go. Goodbye.
(Typicality: 3.4, Offensiveness: 1.6, Affect: 0.0)
RDG: Good to meet you, human. See you around.
(Typ: 4.2, Off: 1.6, For: 3.8, Aff: -1.0)
ED→RDG: You did so well, you did so so well!
(Typ: 4.2, Off: 2.2, For: 4.4, Aff: 3.4)

Figure 1: Responses to a sample scenario, produced
by a human crowdworker and DialoGPT (MT) trained
with different sets of data, with human evaluation
scores shown underneath. Explanations of scores can
be found in Sections 3 and 5.

trained on different sets of data. The only architec-
turally different variant is DialoGPT (MT), which
adds two parallel output layers.

All training was done using the ParlAI frame-
work (Miller et al., 2017). Implementations, con-
figurations, and pre-trained parameters for GPT-2
and DialoGPT were sourced from HuggingFace’s
Transformer library (Wolf et al., 2019a). All mod-
els are “medium” sized models with 24 attention
layers, which amounts to about 345 million train-
able parameters and a vocabulary of 50000 tokens.

4.3 Decoder Selection

We considered three decoding methods for our lan-
guage model: greedy decoding, top-k sampling
and nucleus sampling (Holtzman et al., 2019). Di-
aloGPT (MT), trained with ED→RDG, was used to
generate utterances with the three decoding meth-
ods, since it had the lowest perplexity on the eval-
uation data set. Scenario and affect combinations
were selected in the same way as described in Sec-
tion 5. Five sentences per scenario and affect were
generated for top-k and nucleus sampling (total:
90) and one utterance per context was evaluated
for the greedy decoding (total: 30) since it always
generates the same utterance for a given context.

Evaluation of utterances were done using the
questions described in Section 3, measuring typical-
ity, offensiveness and affect. A statistical analysis
of the ratings found that top-k decoding produced
the most typical and least offensive output, by a
slight margin compared to greedy decoding. Af-
fect ratings did not differ significantly between the
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decoding methods. However, top-k produced the
widest range of affect, which led us to use it for the
main evaluation.

4.4 Learning Goals

For GPT-2 and DialoGPT without multi-task train-
ing, the only training goal was to predict the human-
written utterance associated with the given context,
i.e., the game situation with the affective state. Di-
aloGPT (MT) also does this, in addition to two
further training goals that contribute to the total
training loss. To include the affect score from the
human evaluations during training, an emotion clas-
sification task was included following the example
of Zandie and Mahoor (2020). The classification
head consists of a single linear layer with dropout.
The task varied slightly between the two data sets.
When training on RDG-Map data, the head esti-
mated the average affective evaluation score of the
utterance, which represents how excited or frus-
trated it was perceived as. The evaluation score is
a decimal value in the range [-4, 4]. When training
on EmpatheticDialogues, the head classified the
input into one of 32 emotion categories. Because
of the different number and types of emotion labels
between EmpatheticDialogues and the RDG-Map
data, the prediction head could not be preserved
from one training phase to the next. The layer
was thus re-initialized when switching data sets. A
potential solution to this issue, not implemented
in this work, would be to predict embedding vec-
tors representing the emotion content in the input,
similar to those in Felbo et al. (2017).

Following the works of Wolf et al. (2019b) and
Devlin et al. (2019), next-sentence prediction, or
multiple choice, was also used as another learning
objective for DialoGPT (MT). The idea of next-
sentence prediction is to train NLP models to as-
sociate connected parts of the input, such as one
turn of dialogue preceding another, to improve the
coherence of the generated text. In our implemen-
tation, the task worked as follows: Along with the
true utterance written by a human for a specific
scenario, a random utterance from another scenario
was picked. The model was then presented with
both utterances and tasked with deciding which one
is the actual response to the scenario.

5 Analysis

The performance analysis of the two models utiliz-
ing multi-task learning in comparison to the four

models trained with the sole task of generating dia-
logue lines was based both on automated metrics
as well as a second round of human evaluations.

To get a first estimate of how well the models pre-
dict the RDG-Map data, the average per-token per-
plexities of the models on the test set were recorded.
We also calculated the average BLEU score for ut-
terances generated from scenarios in the test set.
For each generated utterance, all corresponding
lines written by humans for that specific combina-
tion of scenario and affect were used as references.

For the human evaluation of the different mod-
els, a set of utterances to be evaluated was gener-
ated. All models used top-k decoding with k = 25.
Six scenarios (three seen and three unseen during
training) were used for testing, with three affect cat-
egories each (excited, indifferent, and impatient).
Each model generated five utterances for each of
the six scenarios with the three affects. Each model
thus had 90 utterances evaluated, for a total of 540
utterances across all models.

The evaluation pipeline described in Section
3 was used to gather human ratings of the utter-
ances generated by the language models. One addi-
tional question was added to the first stage, asking
crowdworkers to rate how much the given utter-
ance moves the conversation forward. 258 workers
participated in the evaluation. Each worker par-
ticipated in 4 different tasks on average, with a
standard deviation of 10 tasks.

6 Results

6.1 Performance of Multiple Training Goals

Since the multitasking model implemented two
additional classifiers, the accuracy of these were
tested. For the multiple-choice task, the model
trained with ED→RDG picked the correct label
with an accuracy of 82%, whereas the model only
trained on RDG-Map data had an accuracy of 55%.

To calculate the accuracy of the emotion estima-
tion head, the output was rounded to the closest
integer between -4 and 4. This makes the output
match the evaluation form shown to crowd work-
ers, where utterances are classified as either excited,
neutral or frustrated. The F1 scores of ED→RDG
model were higher than those of RDG. For both
models, the F1 scores for classifying neutral utter-
ances were lower than for the other labels. This is
to be expected given the proportions of the training
data, as utterances evaluated as neutral are rare, and
those rated as excited are the most frequent.
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Table 1: F1 scores on test set (242 utterances) for mul-
titasking models.

Data Excited Neutral Frustrated
ED→RDG 0.96 0.29 0.99
RDG 0.93 0.00 0.96

6.2 Evaluation of the Model Performance

A two-way ANOVA with the model (DialoGPT, Di-
aloGPT (MT) and GPT-2) and the training set (ED
→ RDG, RDG) as independent variable was per-
formed using both the BLEU score and the human
evaluation as dependent variables.

Automated Metrics The data did not show a sig-
nificant influence of the model, F (2, 501) = 0.42,
p = .658, or the training data set, F (1, 501) =
0.16, p = .692, or an interaction effect between
the two, F (2, 501) = 0.82, p = .441, on the gen-
erated lines. The BLEU score of the utterances
is, however, significantly positively correlated with
the crowdworker rating of typicality, ρ = 0.137,
p = .002, and how much the lines advances the
conversation, ρ = 0.106, p = .017.

Human Evaluation Ratings from crowd-
workers showed that both the model,
F (2, 534) = 32.13, p < .001, and the train-
ing data, F (1, 534) = 100.41, p < .001,
significantly influenced how typical and ordinary
the generated lines were perceived. Using a
Tukey’s PostHoc test, we found that the DialoGPT
(MT) model was rated as the most typical
(M = 3.27, SD = 0.05) compared to both
DialoGPT (M = 2.76, SD = 0.05), p < .001, and
GPT-2 (M = 2.87, SD = 0.06), p < .001. The
difference between DialoGPT and GPT-2 was not
significant, p = .218. There was also a significant
interaction effect between the model and the
data set it was trained on, F (2, 534) = 16.35,
p < .001. A PostHoc test suggests the existence
of two groups of models that perform almost
identical: If any of the models was only trained
on RDG-Map data, the performance between
models was comparable. When including the
EmpatheticDialogues data, only DialoGPT (MT)
reached the same level of performance. DialoGPT
and GPT-2 trained on ED→RDG both fell in
the low-performing group compared to the other
combinations.

A similar result was obtained for the crowd-
worker rating of how much each line moves the

conversation forward. Again, both the model,
F (2, 534) = 9.789, p < .001, and the train-
ing data set, F (1, 534) = 112.515, p < .001,
had a significant influence on the ratings. Di-
aloGPT (MT) was found to be the model that
generated the lines advancing the conversation
most (M = 3.54, SD = 0.04) and the difference
was significant in comparison to both DialoGPT
(M = 3.33, SD = 0.04), p < .001, and GPT-2
(M = 3.35, SD = 0.05), p < .001. The differ-
ence between DialoGPT and GPT-2 was not sig-
nificant, p = .925. Using only the RDG-Map data
set for training (M = 3.64, SD = 0.03) gener-
ated lines that were perceived as advancing the
conversation more than when the models were
trained on the EmpatheticDialogues data in addi-
tion (M = 3.18, SD = 0.03). An interaction effect
between the model and the training data could be
observed as well, F (2, 534) = 33.022, p < .001,
which showed a significance between the same two
groups of well performing (all models trained on
the RDG-Map data set plus DialoGPT (MT) trained
on ED→RDG) and low performing variations (Di-
aloGPT and GPT-2 trained on ED→RDG).

The model, F (2, 534) = 12.46, p < .001, but
not the data set it was trained on, F (1, 534) = 1.03,
p = .31, significantly influenced the rating of
offensiveness of the utterances that were gener-
ated. DialoGPT (MT) generated the least offensive
lines (M = 2.43, SD = 0.05) in comparison to
DialoGPT (M = 2.66, SD = 0.04), p < .001,
and GPT-2 (M = 2.72, SD = 0.05), p < .001.
The ratings between DialoGPT and GPT-2 were
comparable, p = .639. The interaction effect be-
tween the model and the data it was trained on was
significant again, F (2, 534) = 16.01, p < .001.
This time, the best performing models were the Di-
aloGPT (MT) trained on both RDG-Map alone and
the ED→RDG combination, as well as DialoGPT
trained on ED→RDG.

Both the model, F (2, 534) = 12.548, p < .001,
and the data set, F (1, 534) = 2.189, p = 0.14, had
a significant influence on the affective ratings of
the lines. DialoGPT (MT) produced lines that were
on average rated as more excited and encouraging,
which is significant compared to lines generated
by DialoGPT, p < .001, and GPT-2, p < .001.
The DialoGPT (MT) was also the model that gen-
erated lines that covered the most diverse affect in
comparison to the other two. The models trained
on the ED→RDG combination were more frus-
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Model Data Rating Max. Min. Mean Std. Dev.
DialoGPT (MT) ED→RDG Excited 3.6 0.2 1.6 1.0
DialoGPT (MT) ED→RDG Frustrated 3.8 0.2 1.5 1.1
DialoGPT (MT) RDG Excited 3.6 0.2 1.2 0.9
DialoGPT (MT) RDG Frustrated 3 0.2 1.0 0.7
Human Excited 3.8 0.2 1.5 0.9
Human Frustrated 4 0.2 1.4 0.9

Table 2: Affective ratings for utterances produced by multitasking model. Human ratings for comparison. Scores
range from 0 to 4, with 0 indicating indifference.

trated and provocative compared to the models
trained on the RDG-Map data alone. The com-
bination of model and data set was significant as
well, F (2, 534) = 13.224, p < .001. The three
models rated on the more excited end of the affec-
tive scale were the two DialoGPT (MT) models
and the GPT-2 model trained on the RDG-Map
data alone. The most impatient lines were gener-
ated by GPT-2 trained on ED→RDG. A selection
of affective ratings is shown in Table 2.

Comparing Language Models and Crowd-
Authors Eventually, we want to be able to use
the language models presented in this paper to gen-
erate utterances that are comparable in their rating
to the lines authored by crowd-workers. To un-
derstand whether our models achieve human-level
performance, we combined the model and training
set into a single independent variable and tested
it against the ratings given to the crowd-authored
lines. A one-way ANOVA with a Tukey’s PostHoc
analysis indeed showed that the ratings of the lines
generated by all four models in the high performing
group showed no significant difference to the rat-
ings of the human lines, p ≥ .948 for all four mod-
els. The two models in the low-performing group,
however, were rated as significantly less typical
than the lines written by crowd-authors, p < .001
for both models. The affective rating and range of
affect between five out of the six combinations and
the human model were comparable, p > .147 for
all models except for GPT-2 trained on ED→RDG.
This specific model and training data combination
produced lines that were on average much more
frustrated and provocative than the lines written
by crowd-authors, p < .001. While the typicality
of the lines and their affective range was compara-
ble, utterances generated by all six combinations
of model and training data were rated as signif-
icantly more offensive than the crowd-authored
lines, p < .001 for all six models. A comparison

between DialoGPT (MT) and the crowd-authored
lines is summarized in Table 3. All generated utter-
ances and respective evaluation scores are available
publicly on GitHub2.

7 Discussion & Future Work

We trained six variations of neural language gen-
erators on crowd-sourced content and evaluations.
Our results suggest that DialoGPT (MT), the model
additionally tasked with predicting the subjective
evaluations by crowd-workers, produced utterances
that were perceived as the most typical, least offen-
sive, and most capable of moving the conversation
forward. It also generated dialogue lines cover-
ing the widest range of affects, which meets an
important goal for the spoken dialogue system of
the RDG-Map domain. Utterances generated by
DialoGPT (MT) reach scores comparable to those
given to human-authored lines in the dimensions
relevance and affect for scenarios both seen and
unseen during training; in real-time and at a lower
cost than the crowd-sourced approach. Based on
these results, we consider the multitask learning
approach a success.

Utilization of Subjective Ratings While our re-
sults are promising when it comes to the success
of using subjective ratings as a secondary goal in
multi-task learning to generate affective dialogue
lines, further research is necessary to understand
the exact influence of this particular training objec-
tive. In this work, we added two additional training
goals in order to further utilize the collected data:
Multiple choice and emotion classification. Hence,
it may be possible that the multiple-choice task was
more influential for the success of the DialoGPT
(MT) model. However, in observing the training
process, it was noted that the training loss for the
multiple choice task decreased significantly faster

2https://git.io/JYzq8

https://git.io/JYzq8
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Automatic Human Subjective Evaluation
Model Data BLEU Forwardness Offensive Typical

M SD M SD M SD M SD
DialoGPT (MT) ED→RDG 0.41 0.3 3.6 0.5 2.5 0.6 3.2 0.6
DialoGPT (MT) RDG 0.37 0.3 3.5 0.5 2.4 0.6 3.3 0.6
Human - - - - 1.9 0.7 3.4 0.7

Table 3: Average BLEU scores and ratings for forwardness (i.e., moving the conversation forward), offensiveness
and typicality for multitasking model. Human ratings for comparison. Typicality ranges from 0 to 4, with 0
representing nonsensical content. Offensiveness and Forwardness range from 1 to 4.

than the loss of the emotion prediction task. This
indicates both that the emotion prediction tasks is
a more difficult task to train, and that it plays a
larger role during the optimization as its loss term
is present during a larger portion of the training
process. While future work is necessary to deter-
mine the contribution of each task individually, our
results show a strong indication that the inclusion
of the subjective ratings contributed more to the
performance improvements than distinguishing be-
tween a real or fake response.

Keeping the Human Rater in the Loop In this
proof-of-concept, we only utilized the initial crowd-
evaluations of dialogue lines authored by other hu-
mans for training our NLG models. An interesting
topic for future exploration would be to further in-
clude the second round of evaluations collected for
the sentences generated by the NLG models. We
could then envision natural language generation as
an iterative process, defined by a number of alter-
nating training and evaluation sessions, where mod-
els can be adjusted based on the evaluations. This
moves the process closer to reinforcement learning,
which is a topic that has been covered in previous
work (Li et al., 2016; Ziegler et al., 2019; Nguyen
et al., 2017). One of the challenges with this ap-
proach is finding a reward function which corre-
lates the human evaluations with the content and
prevents the model from veering off topic, but with
the benefit that the model can be trained on only
evaluation data going forward.

Addition of Further Tasks during Training
Given the performance improvements offered by
multitask learning, a potential subject of future
work is to expand the multitasking further and
incorporate more of the available human evalua-
tion data. The offensiveness or typicality score
are present in the data but are currently unused
during training. Utterances rated too low in typi-
cality or too high in offensiveness in the original

spoken dialogue system were not included in the
agent’s conversational corpus. We chose to include
rejected lines in the model training data to preserve
as much of the problem-specific data as possible.
Even if an utterance has been rejected as offen-
sive, it may still relate to the context, which is
information that the model theoretically can uti-
lize. However, we found all our models to generate
lines significantly more offensive than the original
crowd-authored lines. While this finding is in line
with related work on DialoGPT, which notes that
models trained on large-scale internet text corpora
can have issues with producing offensive content
(Zhang et al., 2020; Li, 2020; Bender et al., 2021),
we would still like to limit offensive content in a
dialogue system deployed to converse with people.
A potential improvement to the training procedure
would be to remove rejected lines from training
data. Another approach would entail the inclusion
of typicality or offensiveness in the input which
could potentially improve performance. Including
the scores might also enable a method of control-
ling the typicality or offensiveness of the output,
like the affect might currently do. It would also
be prudent to study to what extent the designated
affect actually influences the actual output.

Correlation between Human Evaluations and
BLEU Contrary to findings in the related work,
we found the BLEU score of the individual utter-
ances to be significantly correlated with the human
evaluations on typicality and how much the utter-
ances advance the conversation. Liu et al. (2016)
note that for constrained domains, the BLEU score
correlates better with human judgements, which the
RDG-Map domain might be considered as. How-
ever, no correlation could be found between the
subjective rating of offensiveness and the automatic
metric. This makes sense considering that BLEU is
a measure of content similarity, and minor changes
to the content, like an exclamation mark, may cause
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major changes in the perceived offensiveness of an
utterance.

Filtering of Evaluations One major issue we ex-
perienced in our crowd-evaluation pipeline con-
cerns the dishonesty of a few crowd-authors who
did not pay attention to the task they accepted.
While most participants performed their tasks well,
a few workers providing nonsensical or random
ratings can tilt the results, especially if these work-
ers participate multiple times. To account for this,
filters flagging random answers are necessary. This
is complicated by the fact that the questions asked
in the form are subjective, e.g., how offensive or
typical an utterance is perceived. It is thus difficult
to verify if people responding randomly as there
are no “correct” answers. A method to address the
issue at least partially is to include an objective
control question. However, there are challenges
around the number of such control questions to in-
clude (Liu et al., 2013) and efficiency of such trap
methods (Lloret et al., 2013; Kittur et al., 2013) for
complex NLP tasks.

Our method to detect crowd-raters responding
randomly was to manually examine the results and
exclude workers that gave obviously repetitive an-
swers, e.g. always answering with the same alter-
native throughout multiple tasks. This is a simple
but flawed method as raters answering in a random
or less predicable, but still disingenuous, manner
are not caught through this method. Additionally,
our method only works with crowd-workers partic-
ipating in several tasks. A measure that is simple
to enforce is to prevent workers from participating
more than once and hence limit the individual in-
fluence of each worker. However, this may lead
to workers avoiding the task since it is only prof-
itable for them to engage in repeated tasks, and also
the loss of workers that give honest evaluations for
multiple sessions. A more refined and automated
method of filtering answers would improve the va-
lidity of the evaluation scores, and thus by proxy
improve the training procedure.

7.1 Ethical Issues Regarding Language
Models

There are several ethical issue with large-scale lan-
guage models worth discussing. We observe some
of the issues brought up by Bender et al. (2021), the
main one being that the output can easily be mis-
interpreted as coherent or intelligent. One should
be careful not to over-attribute the writing capa-

bilities of language models as being equivalent to
that of a human, despite in this case being rated
similarly to human writers. In this scenario, we
tell the raters that a robot produced the utterances,
which likely influenced their judgment of typicality.
A line assumed to be written by a machine might
be considered typical even if it is vague or contains
unusual wording, since the rater may consider the
language capabilities of a machine to be limited.
For future studies into dialogue generation models,
it might be prudent to include harsher judgements
of quality than used in the present work, e.g., asking
the raters to judge the sentence as if it was written
by a human, or whether it makes sense logically.

Another issue brought up by Bender et al. (2021)
is the possibility of models producing offensive lan-
guage. While we did notice that the lines generated
by the language models were evaluated as more
offensive than the crowd-authored lines, a manual
review of the dialogue output of the language mod-
els did not disclose any slurs or explicitly deroga-
tory statements. The utterance considered the most
offensive was “I hope this game will be your last
because it will be your last game for a very long
time” which may be interpreted as a threat to the
recipient’s life. Other utterances considered offen-
sive typically involve accusations of laziness or the
human not being very good at the game, which
are meaningful given the domain and the affect
description of the agent.

8 Conclusion

The usage of human-annotated data for training ma-
chine learning models is an established practice. In
this work, we propose and evaluate the utilization
of subjective human evaluations for model training
that would otherwise be used merely for evaluation.
Our results suggest that by using not only crowd-
sourced content, but also crowd-sourced evalua-
tions, we can increase the performance of our mod-
els. We hence argue that future work should ex-
plore the inclusion of further subjective ratings and
the possibility to make model generation and evalu-
ation an iterative process and hence keep the human
in the loop during the development process.
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