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Abstract

Intuitive interaction with visual models be-
comes an increasingly important task in the
field of Visualization (VIS) and verbal interac-
tion represents a significant aspect of it. Vice
versa, modeling verbal interaction in visual
environments is a major trend in ongoing re-
search in NLP. To date, research on Language
& Vision, however, mostly happens at the in-
tersection of NLP and Computer Vision (CV),
and much less at the intersection of NLP and
Visualization, which is an important area in
Human-Computer Interaction (HCI). This pa-
per presents a brief survey of recent work on
interactive tasks and set-ups in NLP and Vi-
sualization. We discuss the respective meth-
ods, show interesting gaps and conclude by
suggesting neural, visually grounded dialogue
modeling as a promising potential for NLIs for
visual models.

1 Introduction

In recent years, research in NLP has become more
and more interested in data sets, tasks and models
that pair Language and Vision, cf. work on image
Captioning (Vinyals et al., 2015; Herdade et al.,
2019; He et al., 2020), Visual Question Answer-
ing (Antol et al., 2015; Goyal et al., 2017; Kazemi
and Elqursh, 2017), or Instruction Following and
-Generation in visual domains (Fried et al., 2017,
2018). This new area is generally called Vision
& Language (Mogadala et al., 2019), but it is ac-
tually based mostly on combining methods from
NLP (like e.g. language models) and Computer Vi-
sion, e.g. visual analysis and recognition models
for encoding visual input like images. Methods
and models from the research area of Visualization
– which investigates solutions for modelling, explor-
ing, analyzing and communicating data by using
visual technologies and can be seen as the field of
visual synthesis – are, to the best of our knowledge,
less well known in the NLP community.

In the VIS community, interaction with visual
models plays an important role and natural lan-
guage interaction represents a big part of it (Bacci
et al., 2020; Kumar et al., 2020; Srinivasan et al.,
2020). Natural Language Interfaces (NLIs) that
support interactive visualizations based on lan-
guage queries have found increasing interest in
recent research (Narechania et al., 2020; Yu and
Silva, 2020; Fu et al., 2020). However, from an
NLP point of view, the methods applied in these
recent interfaces, mostly rely on established meth-
ods for implementing semantic parsers that map
natural language instructions to symbolic data base
queries, which are consecutively visualized by a
visualization pipeline. In this paper, we argue that
there is space for further support of intuitive interac-
tion with visual models using state-of-the-art NLP
methods that would also pose novel and interesting
challenges for both domains.

We focus this brief overview on a selection of
methods for modeling interaction in the fields of
NLP and VIS based on recent submissions to the
top conferences ACL, EACL, VIS and EuroVIS.
First, we briefly describe how interaction is un-
derstood in the respective fields (Section 2). We
provide a short overview of recent, state-of-the-art
systems related to interaction with visual models
or in visual environments (Section 3). Finally, we
discuss potential research gaps and challenges that
could be addressed in future work on modelling
interaction with visual models (Section 4). As in-
teraction is a major research topic in both NLP
and VIS, we do not aim for a complete survey, but
we hope to make readers from both communities
aware that there could be fruitful directions for col-
laboration.

2 Interaction in NLP and VIS

We refer to interaction as the “mutual determi-
nation of behaviour” between different entities,
like humans, digital agents or interfaces, following
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Hornbæk and Oulasvirta (2017). Work on inter-
action in NLP typically investigates verbal com-
munication between human dialogue partners and
models dialogue systems that interact with users via
natural language, but also recognizes the fact that
verbal communication typically happens in com-
bination with other modalities, like touch, move-
ments and gestures in embodied dialogue or gaze
and visual stimuli in visual dialogue (Cuayáhuitl
et al., 2015). In HCI and VIS, interaction via mul-
tiple modalities plays a very prominent role, i.e.
involves gestures, movements, different input con-
trollers, screens, gazes, modalities and more. The
interaction between a user and a visual model is a
key aspect of many VIS tasks and applications and
impacts on the user evaluation of a visual model
to a significant degree (Yi et al., 2007; Tominski,
2015; Figueiras, 2015).

2.1 Interaction in VIS

Generally speaking, the field of VIS is interested in
the development of techniques for creating visual
models (Brehmer and Munzner, 2013; Liu et al.,
2014; Amar et al., 2005). A visual model is data
that is mapped into a visually perceivable space
by representing concepts in the data through visual
concepts to make them easily perceivable and un-
derstandable by humans. This supports research
and education in many aspects as well as data explo-
ration and understanding of big data sets. Research
on interaction in VIS often addresses the design
of appropriate human-computer interfaces and the
abilities they need to offer for interacting with a vi-
sual model. Natural Language Interfaces (NLIs), in
this context, can be seen as one possible solution of
enabling interaction with a visualization. Dimara
and Perin (2019) provide a comprehensive study
on how interaction is seen in VIS by defining it as
“the interplay between a person and a data interface
involving a data-related intent, at least one action
from the person and an interface reaction that is
perceived as such”. The authors deliberately distin-
guish their view from the HCI definition of interac-
tion as stated in Hornbæk and Oulasvirta (2017), by
making the importance of the data related intent of
the user the focus in VIS. As a conclusion, the au-
thors observe that approaches towards interaction
in VIS currently lack two points, i.e. flexibility and
a better understanding of the user goal. The lack
of these currently leads to interfaces that are too
predictable, unsatisfying in their capacities to act

or risk misdirected interactions with visual models.
Despite that, Hornbæk and Oulasvirta (2017) and
Dimara and Perin (2019) both argue that interac-
tion foremost represents a form of dialogue which
the authors evaluate in terms of its “naturalness”
and its mutual “strong sense of understanding”.

This highlights the point that interaction with
a visual model is fundamentally conceived as a
multi-modal process that leverages various differ-
ent interface modalities for communication and
information exchange. As discussed below, from
an NLP perspective, interactions with systems in
VIS can be seen as multi-modal dialogues between
a system and a user having data-related goals.

2.2 Interaction in NLP

Work in NLP often aims at understanding and
modeling how dialogue partners collaborate and
achieve common ground by exchanging verbal ut-
terances (potentially in combination with differ-
ent modalities, like e.g. vision). This typically
involves language understanding, dialogue man-
agement (reasoning over latent user goals) and lan-
guage generation (Young et al., 2010, 2013). Re-
cent work on dialogue has turned more and more
to so-called neural end-to-end-dialogue systems
that do not separate processes of understanding,
reasoning and generation, and aim for more flex-
ibility and adaptiveness (Santhanam and Shaikh,
2019). Santhanam and Shaikh (2019) distinguish
between goal-driven and open dialogue systems
as they address fundamentally different interaction
and evaluation set-ups. Goal- or task-oriented sys-
tems are typically designed towards helping the
user to achieve a very specific goal in a given con-
text. For instance, in instruction-following and
-generation (Fried et al., 2017, 2018), a user or
system needs to reach a specific position in an
environment by following navigation instructions.
Here, the interaction is often asymmetric in the
sense that the modalities to be used by the partners
are very restricted (the instruction follower acts,
the giver speaks). Open-domain dialogue systems,
like Li et al. (2017); Adiwardana et al. (2020) are
not bound to a goal and therefore require a high
awareness of context, personality and variety of the
dialogue system as Santhanam and Shaikh (2019)
point out.
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Figure 1: Goal-oriented NLI as used in Yu and Silva
(2020), created from: https://visflow.org/demo/

3 Existing Work

3.1 Natural Language Interfaces in VIS

A range of recent papers have looked into integrat-
ing NLP in VIS systems, by implementing NLIs
that translate a natural language query to a visual-
ization command in some programming language.
This allows users to “talk to some dataset”, as il-
lustrated in Figure 1. Existing NLIs are applied
in systems that create and manipulate, e.g., chart
visualizations (Shao and Nakashole, 2020). Sim-
ilar interfaces are proposed in Narechania et al.
(2020); Huang et al. (2019); Yu and Silva (2020);
Fu et al. (2020); Chowdhury et al. (2021); Setlur
et al. (2016)

These existing NLIs are mostly applied in the
field of visual analytics. Here, the user has a con-
crete goal in mind, i.e. some manipulation of the
underlying data table (e.g. aggregation, filtering).
Dimara and Perin (2019) point out that the exact un-
derstanding of the users’ goal is important in these
interfaces and one current approach for improving
the inference of the users’ intent is to predict it
based on activity logs. Setlur and Kumar (2020)’s
work suggests that the handling of vague subjective
modifiers in utterances can be improved by using
sentiment analysis techniques.

In terms of NLP methods, these interfaces are
mostly based on manually engineered grammars
that parse user input to queries and then generate
an appropriate visualization output, as e.g. in (Yu
and Silva, 2020). These grammars are relatively
easy to set-up even for non-experts (of NLP) and
do not require large amounts of training data, as
most state-of-the-art dialogue systems developed
in NLP. An important limitation of this approach,
however, is that such semantic grammars are de-
signed to translate directly between a given user
query in natural language and some underlying data
query language like e.g. SQL. This means that, in

longer multi-turn interactions between a user and a
system, users are not able to formulate short, intu-
itive queries that implicitly refer to the context (e.g.
“now, make this a bit bigger” where “this” refers
to an aspect of the visual model discussed in the
preceding context) or multi-modal queries (e.g. “in-
crease the volume of this particle here” while user
points to a region on the screen). Finally, and most
importantly, they assume that the user can precisely
formulate or describe the action or manipulation
that is needed to obtain a certain visualization or
information from the visual model, as shown for
instance in Figure 1.

Beyond NLIs for visual analytics (Narechania
et al., 2020; Yu and Silva, 2020), we see further po-
tential for other NLP methods in visualization tasks
that require more than plots of data for a specific,
precisely formulated goal. In visual exploration,
the goal is typically rather vague and developed
during the exploration process itself, in an iterative
fashion while interacting with the system. More-
over, applications in augmented and virtual reality
entail new possibilities of immersive experiences
and interaction for supporting performance as in
(Butcher et al., 2020) or to enhance retention (Yang
et al., 2020), which clearly includes multiple modal-
ities. We argue that users of visual models in such
exploratory setups could greatly benefit from natu-
ral language interaction, if the NLI would allow for
more context-sensitive and situated querying of the
model. Moreover, beyond querying, we expect that
users would highly appreciate verbal system feed-
back or suggestions and explanations (see Figure
2). Ideally, this back-and-forth between the user
and the system should support the user not only in
realizing his goal, but also in establishing his goal
or refining his initially vague goal.

Thus, we currently see a lot of interest in systems
that enable interaction with an underlying data set
via natural language, but the query-based approach
used in many NLIs still seems to lack flexibility.

3.2 Language & Vision

A lot of recent work in NLP tackles dialogue mod-
elling (Shuster et al., 2020; Qin et al., 2020; Ham
et al., 2020; Rameshkumar and Bailey, 2020) or
question answering (Baheti et al., 2020; Liu et al.,
2020). Goal-based dialogue covers navigation Zhu
et al. (2020), manipulation (Jayannavar et al., 2020)
or classical information presentation tasks (An-
dreas et al., 2020). A central problem in these mod-
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Figure 2: Visual exploration of a visual model of an
aneurysm and an exemplary mixed-initiative dialogue

els is the fact that at each point in an interaction,
there is uncertainty with respect to the understand-
ing of the user goal. The predominant approach to
handle reasoning under uncertainty is (Deep) Rein-
forcement Learning (RL) where an agent learns a
dialogue policy (Jaques et al., 2020; Li et al., 2020,
2016). RL optimizes the utterance understanding
and generation in the system with respect to a cer-
tain reward function in the given environment.

Next to these improvements on the level of dia-
logue modeling, recent developments in Language
& Vision focus on grounding verbal utterances in
visual inputs as, for instance, in visual question an-
swering (Huang et al., 2020; Khademi, 2020). Vi-
sual dialogue (Das et al., 2017; Wang et al., 2020)
extends the dialogue modelling task to the visual
modality. Mixed-initiative visual dialogue, as e.g.
in Ilinykh et al. (2019), aims at modeling interac-
tions in which both dialogue partners can talk and
act, which could be an interesting setting for visual
exploration tasks. We believe that these successes
in neural dialogue modelling and the integration of
different modalities as in visual dialogue can lead
to new possibilities for interactive systems in VIS,
as we will discuss below.

4 Future Work

Uncertainty We believe that a fruitful direction
for more flexible NLP-based systems in VIS is to
look at scenarios where users might not have a con-
crete manipulation task or goal in mind, but want
to explore a complex visual model. Numerous ap-
plications, such as in medicine (Meuschke et al.,
2016, 2017) or cultural-technical scenarios (La-
wonn et al., 2016), require the visual exploration
of complex models. Figure 2 shows an example of
a 3D-mesh of an aneurysm and a corresponding,
made-up dialogue that would support the user in
exploring the model (Meuschke et al., 2018). On
the NLP side, this setting involves a high degree of
uncertainty. The user investigates a certain region
of the model she is interested in, develops an under-
standing of the visual landscape and/or just learns
how to handle it best. Thus, we argue that com-
plex visual models like in Figure 2 probably call
for different and more flexible types of interactions,
as compared to NLIs discussed in Section 3.1. A
user analyzing a barplot might be interested in min-
ima, maxima, trends or outliers, which correspond
to fixed goals. In contrast to that, a neurosurgeon
inspecting an aneurysm in virtual reality is much
more interested in the how than in the what and the
goal might not be precisely formulated beforehand
by the surgeon but evolving through the back and
forth of the interaction with the visual model.

An important question that arises from that is, if
users would really use natural language for explor-
ing a visual model or if they would rather prefer
the use of e.g. a controller or touch gesture. For
many cases this might indeed be true, but we argue,
that certain scenarios in visual exploration espe-
cially demand for verbal problem solution: recom-
mendation of possibilities (”show me how to reach
the largest vessel from here”, ”how to achieve a
blood pressure increase in this region”), problem-
solution-suggestions, tutorial-like action descrip-
tions the user has to mimic, e.g. in educational
scenarios or future state simulations that are highly
hypothetical (”what would the vessel behave if we
changed the blood flow drastically to ...”). These
cases are in fact simulations of possible solutions
helping the user to visualize and explore the solu-
tion space, which are much more convenient and
intuitive expressed using natural language which
can be supported by strong dialogue models that
adapt to the context.
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Visual Grounding Visual language grounding
in these scenarios captures not only the grounding
of words into the scene (e.g. “vessel”) but also
the grounding of movements and gazes like pointer
gestures (e.g. “here”) which shows that the inter-
play of context awareness and multi-modal visual
grounding are prerequisites for dialogue that hu-
mans would describe as “intuitive” and flexible. In
contrast to systems like (Narechania et al., 2020)
which are restricted to visual output and systems
like (Adiwardana et al., 2020) which respond ver-
bally, dialogue systems in visual models should be
able to handle multi-modal responses, as illustrated
in Figure 2. The highlighting, scaling, coloring or
fading of certain visual properties is an important
part of the response which not only contains text
but rather text and a visual action combined.

Mixed-Initiative Dialogue Figure 2 shows an
example for a collaborative, mixed-initiative in-
teraction where the the dialogue flow is not entirely
centered on user queries. Tang et al. (2020) used
dialogue modelling for generating visual story lines
in collaboration with a user and obtained promising
results in leveraging visual exploration scenarios.
In contrast to concise, goal-based visual analytics
(see Section 3.1), hard-coded grammars might be
too restricted to handle the high uncertainty and
the complex underlying reasoning in explorative
scenarios. The visual analytics task differs from the
visual exploration task considering the fact that it
is not driven by a concise goal. Introducing mixed-
initiative dialogue in visual exploration enhances
the users’ ability of communicating uncertainties
and supports experimenting and iterative engage-
ment with the environment as applied in active
visual problem solving or in educational settings.
When no concrete goal can be formulated, a NLI
has to adapt to the user and present contextual in-
formation like hints, explanations or react to ex-
pressed uncertainties (e.g. ‘What does this blue
region here show me?’, ‘How can I slice the ves-
sel and investigate the thickness?’, ‘How does this
spot evolve over time?’) which is a form of guid-
ance, an evolving field in visual analytics (Ceneda
et al., 2020). This interaction also is not bound
to text-language interaction, but furthermore ac-
commodates gestures, movements or glances and
therefore can be categorized as multi-modal. Here,
recent advances in NLP could extend the interface
flexibility by providing better context-awareness
using visually grounded dialogue techniques and

contributing to solve the user goal inference prob-
lem by re-framing the task as an iterative goal align-
ment task executed via mixed-initiative dialogue.
We think that especially mixed-initiative dialogue
would be a challenging but very promising direc-
tion and well-suited for inferring user intentions in
complex VIS settings because of the usage of direct
user feedback and iterative alignment. Furthermore,
mixed-initiative dialogue methods could support
the setup of user-centred evaluation of more com-
plex visualization techniques, such as in (Lawonn
et al., 2014). In sum, we argue that the role of
NLP in interfaces with visual models is to enrich
the dialogue between a system and a user (Dimara
and Perin, 2019) with more flexible and intuitive
ways of dialogue that might include touch-based or
controller-based interaction.

5 Conclusion

In this paper, we gave a brief introduction on how
interaction is understood and modelled in the fields
of NLP and VIS. We found that existing work on
NLIs in the Visualization domain heavily relies on
query-based interactions. We argued that for in-
teracting with highly complex visual models these
strict interaction protocols might not be sufficient.
Recent developments in Language & Vision inves-
tigate dialogue in visual contexts and reach promis-
ing results. We believe that this holds interesting
research gaps for future work in integrating differ-
ent variations of NLP-backed dialogue methods
into visualizations enabling multi-modal interac-
tion with visual models.
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