
Findings of the Association for Computational Linguistics: EMNLP 2021, pages 340–351
November 7–11, 2021. ©2021 Association for Computational Linguistics

340

Exploring Sentence Community for Document-Level Event Extraction

Yusheng Huang1,2 and Weijia Jia2,1,∗

1Department of Computer Science and Engineering, Shanghai Jiao Tong University
2BNU-UIC Institute of Artificial Intelligence and Future Networks, Beijing Normal University

Guangdong Key Lab of AI and Multi-Modal Data Processing
BNU-HKBU United International College

{huangyusheng,jiawj}@sjtu.edu.cn

Abstract
Document-level event extraction is critical to
various natural language processing tasks for
providing structured information. Existing ap-
proaches by sequential modeling neglect the
complex logic structures for long texts. In this
paper, we leverage the entity interactions and
sentence interactions within long documents,
and transform each document into an undi-
rected unweighted graph by exploiting the rela-
tionship between sentences. We introduce the
Sentence Community to represent each event
as a subgraph. Furthermore, our framework
SCDEE maintains the ability to extract multi-
ple events by sentence community detection
using graph attention networks and alleviate
the role overlapping issue by predicting argu-
ments in terms of roles. Experiments demon-
strate that our framework achieves competi-
tive results over state-of-the-art methods on
the large-scale document-level event extrac-
tion dataset.

1 Introduction

Document-level Event Extraction (DEE) aims to
identify events in a long text with pre-specified
types and corresponding event-specific argument
roles. Figure 1 illustrates an DEE example for
Covid-19 Tracking type with 5 arguments spreading
across multiple sentences.

Generating document-level events is beneficial
for a variety of natural language processing down-
stream tasks, such as knowledge base construc-
tion (Li et al., 2018), article summarization (Lee
et al., 2003), and question answering (Srihari and
Li, 2000), since it can produce valuable structured
information. However, the complex logic structures
in long documents have made it a more challenging
task than Sentence-level Event Extraction (SEE)
that extracts the event from the sentence.

Recently, a wide variety of deep neural network
models (Nguyen et al., 2016; Yang et al., 2018; Sha
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[S1]	Israel reported zero new 
coronavirus deaths on Apr 23, 
2021, and daily new infections 
are at their lowest level in 
almost a year, …
[S2]	Israel has averaged fewer 
than 10 Covid-19 fatalities per 
day over the last month, 
according to data compiled 
by Johns Hopkins University,…
[S3]	Case counts in Israel are 
also extremely low, at around 
120 new confirmed infections 
per day on average…
[S4]	Israel’s success has been 
tied to a robust vaccination 
effort, with around 59% of 
Israelis receiving at least one 
Pfizer vaccine shot.
…

DEE

Event	type Covid-19
Tracking

Argument	Role

Country

Date	

Total	Vaccination	
Rate

Daily	Infection	
Count

Daily	Fatality	
Count

Israel

Apr 23, 2021

59%

120

fewer than 10

Argument

Figure 1: A DEE example for Covid-19 Tracking type
with 5 related argument roles: Country, Date, Total
Vaccination Rate, Daily Infection Count, and Daily Fa-
tality Count.

et al., 2018; Yang et al., 2019; Ahmad et al., 2020;
Ma et al., 2020a) have been proposed for event ex-
traction, which could capture the semantic depen-
dencies (mainly sequential dependencies) through
recurrent neural networks or Transformer-based
networks. However, existing models are mainly
designed for sentence-level event extraction, omit-
ting the complex interactions among entities or sen-
tences in a long document. Therefore, document-
level event extraction remains under-explored in
spite of its importance. Intuitively, for long texts,

(1) Entity Interaction: Entities existing in the
same sentence have a higher probability of being
arguments of the same event. For example, in Fig-
ure 1, entities "Israel" and "120" in [S3] tend to
portray the same event.

(2) Sentence Interaction: Sentences contain-
ing the same entity tend to narrate the same event.
For example, in Figure 1, [S1]-[S4] containing
the same entity "Israel" incline to depict the same
event.
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Considering the above properties, in this paper,
we propose to build document graphs based on
these interactions and bring the document-level
event extraction from sequential modeling to graph-
ical document representation, which could be ex-
ploited to handle multiple problems in DEE.

Specifically, we firstly propose a novel method
that transforms each document into an undirected
unweighted graph. Each sentence presents one
node considering the entity interaction, and we as-
sign each node with a comprehensively encoded at-
tribute vector based on BERT (Devlin et al., 2019).
Besides, the edges are constructed by entity co-
occurrences between sentences in view of the sen-
tence interaction. Compared with sequential mod-
eling, graph structure maintains the capability to
drain the information from long-distance sentences
to their related sentences through much fewer tran-
sitions.

Second, we propose the so-called Sentence Com-
munity to represent each event as a subgraph of
the constructed document graph. Specifically, we
designate the sentence community by sentences
that contain the arguments required for each event.
In this way, the selected sentences also contain
information about the corresponding event type.
Therefore, each sentence community contains all
the information needed for the event. Each sen-
tence community corresponds to the related sen-
tence nodes and edges in the document graph.

Third, we are able to mitigate the following is-
sues based on our graphical representation: (1)
Multi-event issue. Extracting multiple events for
DEE is challenging because of argument scattering
and overlapping. 1 In the real world, long texts are
prone to contain multiple events. To extract multi-
ple events, we employ Graph Attention Networks
(GAT) (Velickovic et al., 2018) with the multi-head
graph attention to detect overlapping sentence com-
munities (Shchur and Günnemann, 2019), then we
classify event types and extract corresponding ar-
guments with an entity-level attention mechanism
for each sentence community. (2) Role overlapping
issue. An interesting problem in DEE is role over-
lapping issue, which refers to the phenomenon that
an argument can play multiple roles, and few atten-
tions have been paid to the problem. For example,
in sentence "On Mar 3 2021, FedEx pledges $2
billion toward sustainable energy initiatives", the
"Mar 3 2021" plays both the role "StartDate" and

1Overlapping means events might share arguments.

the role "EndDate" at the same time. We mitigate
this issue by predicting arguments in terms of roles.

In summary, our contributions include:

• We propose a novel graph construction
method for long documents with the compre-
hensively encoded attribute vector for each
sentence node.

• We propose a novel framework SCDEE that
explores Sentence Community for Document-
level Event Extraction, which alleviates the
multi-event issue and the role overlapping is-
sue.

• We perform a thorough evaluation of our
framework and show the effectiveness on a
large-scale document-level event extraction
dataset.

2 Methodology

In this section, we present our proposed framework.
We first introduce the document graph construction
method. Then we present the GNN-based sentence
community detection approach. Finally, we explain
the event type and argument classification module.
An overview is shown in Figure 2.

2.1 Document Graph Construction

We denote one document D as a sequence of
sentences D = [s1, ..., si, ..., sN ]. For each doc-
ument, we construct an undirected unweighted
graph G = (V,E), where the number of nodes
V = {v1, v2, ..., vN} equals the number of sen-
tences and E = {(u, v) ∈ V × V : Auv = 1} is
the set of edges where A ∈ {0, 1}N×N is a binary
adjacency matrix.
Adjacency Matrix. The adjacency matrix is con-
structed based on the entity co-occurrences be-
tween sentences. For each sentence, entities are
recognized by the well-performed BI-LSTM-CRF
(Huang et al., 2015) model. Then we set Aij =
Aji = 1 for any sentences si and sj containing the
same entity. Besides, we add self-loops for A, i.e.
Aii = 1 for 1 ≤ i ≤ N .
Node Attribute Vector. To comprehensively en-
code the sentence information for each node, the
attribute vector is constructed based on two seg-
ments: (1) the entity-level feature vector α that
presents the information of event argument candi-
dates, and (2) the sentence-level feature vector β
that reflects the information of the event type.
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Figure 2: An overview of our SCDEE architecture. The input document contains 6 sentences with 2 events.
Arguments of the first event (in orange and blue) are scattered in S1-S4, which form the first sentence community
(in purple). Arguments of the second event (in green) are scattered in S4-S6, which form the second sentence
community (in grey). The two sentence communities overlap on S4.

Specifically, for each sentence si containing Ni

words, we employ BERT representation model on
si and obtain the embedding vector of the last layer
Bi ∈ RNi×dB , where dB denotes the hidden layer
dimensionality of BERT. For each recognized en-
tity in si covering the jth to kth tokens, we ob-
tain the entity embedding ei ∈ RdB by conducting
a max-pooling operation on corresponding index
range of Bi, i.e.,

ei = maxpool(Bi,j , Bi,j+1, ..., Bi,k) (1)

Then we conduct another max-pooling operation
on all the existing l entities in si to obtain the fix-
sized entity-level feature vector α ∈ RdB ,

α = maxpool(e1, e2, ..., el) (2)

The sentence-level feature vector β is obtained
by max-pooling on Bi.

Finally, we employ a Bi-LSTM layer on the con-
catenation of α and β to get the node attribute
vector hi ∈ RD,

hi = Bi−LSTM(α‖β) (3)

where D is the dimensionality of Bi-LSTM hidden
states, and ‖ denotes the concatenation operation.

2.2 Sentence Community Detection
Given the constructed document graph G = (V,E)
with N vertices and node attribute vectors h =

[h1, h2, ..., hN ], we first generate the target sen-
tence community for each event within the docu-
ment. Then we propose to utilize GAT networks to
detect overlapping sentence communities as nodes
might be shared by several sentence communities.
Target Sentence Community. For a document
containing C events andN sentences, we construct
a binary affiliation matrix F ∈ {0, 1}N×C with
each column representing one sentence community,
and we set Fi,j = 1 if the ith sentence contains any
argument of the jth event. Each sentence may be
assigned to multiple sentence communities or no
sentence community, depending on whether these
sentence communities overlap with each other.
Community Detection via GAT. We employ GAT
to model the information flow between nodes and
predict overlapping sentence communities. There
are several advantages of utilizing GNN-based
models for overlapping sentence community detec-
tion. First, GNN could capture long-range depen-
dencies between sentences through edges. Second,
GNN tends to produce similar community affilia-
tion vectors for the densely connected subgraphs.

In our implementation, we exploit GAT for sen-
tence community detection. The local node at-
tribute vectors can be further aggregated into more
informative vectors by attention mechanism over its
neighbor features. Besides, GAT does not depend
on upfront access to the global graph structure as
the attention mechanism is applied in a shared man-
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ner to all edges in a graph. Therefore, it is directly
applicable to inductive learning, which means it
could predict communities inductively on graphs
that are completely unseen during training.

In general, the input to GAT layers is an undi-
rected unweight graph G = (V,E) with the ad-
jacency matrix A and node attribute vectors h =
[h1, ..., hi, ..., hN ], hi ∈ RD. We use D′ to denote
the cardinality of GAT outputs. We briefly describe
the GAT layer used in our implementation. The
attention score αij that indicates the importance of
the neighbor node j to the attended node i is

αij =
exp

(
σ
(
~aT
[
W~hi‖W~hj

]))
∑

k∈Ni

exp
(
σ
(
~aT
[
W~hi‖W~hk

])) (4)

where σ is LeakyReLU activation, ~a ∈ R2D′ is a
fully connected layer, ·T represents transposition,
W ∈ RD′×D denotes a weight matrix, and Ni

denotes the neighbors of node i.
We employ the multi-head attention mechanism

with K heads to capture more information from
different representation subspaces:

~h′i =
K

‖
k=1

σ

∑
j∈Ni

αk
ijW

k~hj

 (5)

Then we obtain the predicted feature matrixX ∈
RN×(K·D′) by stacking the K-head GAT outputs
h′i ∈ RK·D′ , i = 1, 2, ..., N .

We employ a Multi-Layer Perceptron (MLP) on
X with hidden dimensions of 2C, and we further
reshape it as RN×2×C with 2 being the cardinality
of the target affiliation matrix F ∈ {0, 1}N×C .
Then we employ softamx on X , i.e.,

P = softmax(reshape(MLP(X))) (6)

where values along the second dimension of P ∈
RN×2×C represent the probabilities of nodes affili-
ating sentence communities.

We assign node vi ∈ V to sentence community
c ∈ C if the corresponding probability is more
than half, and we can further obtain our predicted
affiliation matrix F ′ ∈ {0, 1}N×C .

Besides, we calculate the high-dimension cross-
entropy loss LCD based on P and the target affilia-
tion matrix F :

LCD = − 1

N × C
∑

1≤i≤N,1≤j≤C
logP i,·,j

F i,j (7)

2.3 Event Type & Argument Classification

2.3.1 Event Type Classification
We predict the event type for the sentence com-
munity j based on the predicted affiliation ma-
trix F ′ ∈ {0, 1}N×C . First, the embedding for
the event Eevent is obtained by conducting a max-
pooling operation on the selected node attribute
vectors,

Eevent = maxpool(F ′T·,j � h) (8)

where � denotes element-wise product.
Then, for all pre-defined V target event types,

the event type is predicted by applying a fully con-
nected layer on the event embedding Eevent with
softmax function to estimate the probability distri-
bution, i.e.,

p̂ = softmax(WEevent + b) (9)

where W ∈ RV×D and b ∈ RV are weights.
The loss function for event type classification
LET is the cross-entropy loss,

LET = − log p̂y
ET

(10)

where yET is the label of the event type.

2.3.2 Event Argument Classification
Given the sentences in each sentence community
and the predicted event type, we extract the corre-
sponding arguments. First, we take out the entities
within these sentences and their embeddings as de-
picted in Equation 1. For entities preserving the
same surface name, we merge their embeddings by
max-pooling operation. Then, we obtain m entity
embeddings with distinct surface names, which are
denoted as E ∈ Rm×dB . We employ a Bi-LSTM
layer to make the embeddings more informative
and obtain E′ ∈ Rm×L with L being the hidden
size of Bi-LSTM.
Entity-Level Attention Layer. To capture the as-
sociations between entities, we further design an
entity-level attention mechanism to aggregate in-
formation. The attention score αi ∈ Rm (similarity
or relatedness) is calculated as follows

ri = tanh(WE′i,· + b) (11)

αi = softmax(ri) =
exp (ri)∑m
t=1 exp (rt)

(12)

where W ∈ RL, b ∈ R are weights.
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Then the final entity embedding Fi ∈ R2L is
computed by:

Fi = [
m∑

j=1,j!=i

αj ∗ E′j , E′i] (13)

Role Overlapping Issue. We predict arguments
for each argument role to mitigate this issue. First,
we feed the final entity embedding Fi to a sigmoid
function to simulate the relative scores for argu-
ment classification instead of the ordinary softmax
classifier:

p̂EA = sigmoid(WFi + b) (14)

where W ∈ RC×2L, b ∈ RC are weights, and C
denotes the number of roles corresponding to the
predicted event type.

Then for each role, we select the entity with
the highest score that exceeds the threshold p0 as
the argument. In this way, an entity can be the
argument for multiple roles.

We assume the ground truth label for each role
is y ∈ RC , where yi ∈ {0, 1} denotes whether the
entity is the argument, and we utilize the binary
cross-entropy loss LEA for argument classification
as follows

LEA = −
C∑
i=1

yi log p̂i
EA

+
(
1− yi

)
log(1− p̂i

EA
)

(15)

2.4 Objective Function
We utilize the weighted summation of LCD, LET ,
LEA as our final loss, i.e.,

Lall = λ1LCD + λ2LET + λ3LEA (16)

where λ1, λ2 and λ3 are hyper-parameters.

3 Experiment

3.1 Experimental Setup
Dataset. We conduct the experiments on the large-
scale Chinese Financial event extraction dataset
constructed by (Zheng et al., 2019). This dataset
contains 32040 documents in total. The major fea-
ture of the dataset is that around 29% documents
contain multiple events, which makes extracting
multiple events an inevitable issue. There are five
pre-defined event types: Equity Freeze (EF), Eq-
uity Repurchase (ER), Equity Underweight (EU),
Equity Overweight (EO), and Equity Pledge (EP)

Event Train Dev Test Total
EF 806 186 204 1196
ER 1862 297 282 3677
EU 5268 677 346 5847
EO 5101 570 1138 6017
EP 12857 1491 1254 15602
All 25632 3204 3204 32040

Table 1: Dataset statistics for the training set, develop-
ment set and test set.

with 8, 6, 6, 6, and 9 pre-defined roles, respectively.
The training set accounts for 80%, and both the
development and test set account for 10%. The
detailed statistics are shown in Table 1.

We can see from Table 1 that the number of EP
type is much larger than other types. Therefore, in
each epoch, we randomly sample 40% of the EP
type, which is a similar size of EU and EO types.
Besides, we randomly resample the documents so
that the number of single-event, double-event, and
triple-event documents are the same.

Implementation Details. In our experiments, we
set the hidden dimensions of all the LSTM lay-
ers used in our framework to be 250, and set the
dropout rate to be 0.2 in order to avoid overfitting.
We employ a one-layer GAT model with K = 3
attention heads computing D′ = 200 features per
head (for a total of 400 features). In the event argu-
ment classification part, the probability threshold
p0 is set to be 0.5 to mitigate the role overlapping is-
sue. During training, we set λ1 = 3, λ2 = λ3 = 1
in the objective function. We employ the Adam
(Kingma and Ba, 2015) to optimize the model pa-
rameters with the initial learning rate being 0.001,
β1 = 0.9, β2 = 0.999 and ε = 10−8. We imple-
ment our model in PyTorch 1.7.1 with one NVIDIA
Titan Xp GPU. For all experiments, we set the max-
imal number of training epochs to be 50.

Evaluation Metrics. The goal of DEE is to cor-
rectly predict the event type and extract the related
arguments. Following (Zheng et al., 2019), for
each document, we select the most similar pre-
dicted event record when the predicted event type
is correct, and then we calculate the event-role-
specific true positive, false positive, and false neg-
ative statistics until no target event records left.
Then we aggregate all the statistics for each event
type and present the precision and F1 scores in the
percentage format.
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Model EF ER EU EO EP Average
P. F1 P. F1 P. F1 P. F1 P. F1 P. F1

DCFEE-O 66.0 51.1 84.5 83.1 62.7 45.3 51.4 46.6 64.3 63.9 65.8 58.0
DCFEE-M 51.8 45.6 83.7 80.8 49.5 44.2 42.5 44.9 59.8 62.9 57.5 55.7
GreedyDec 79.5 58.9 83.3 78.9 68.7 51.2 69.7 51.3 85.7 62.1 77.4 60.5
Doc2EDAG 77.1 70.2 91.3 87.3 80.2 71.8 82.1 75.0 80.0 77.3 82.1 76.3
SCDEE 88.4 80.4 93.7 90.5 84.3 75.1 85.5 70.1 84.4 78.1 87.2 78.9

Table 2: Precision and F1 scores for each event type and the averaged performance on the test set. Bold denotes
the best result. Due to space limitation, we report the recall scores of each event type in Appendix A.

3.2 Experimental Results and Analysis
Baseline Models. In order to comprehensively
evaluate our framework, we compare it with these
following state-of-the-art baselines:
• DCFEE (Yang et al., 2018) employs the

argument-completion strategy to generate the
document-level event record by utilizing the ar-
guments from sentences-level event extraction re-
sults. In order to handle multi-event extraction,
DCFEE-O and DCFEE-M (Zheng et al., 2019)
are proposed by producing one event record and
multiple possible argument combinations from one
key-event sentence respectively.
• Doc2EDAG (Zheng et al., 2019) generates an

entity-based directed acyclic graph to extract mul-
tiple events from documents. Besides, the Greedy-
Dec fills one event table entry greedily by using
recognized entity roles, which shares the same ar-
chitecture with Doc2EDAG.
Main Results. Table 2 presents the performance
comparison of different models. Overall, our frame-
work SCDEE outperforms all other methods on
the test set and improves 5.1% and 2.6% on the
averaged precision and F1-scores over the state-of-
the-art Doc2EDAG model. Specifically, compared
with DCFEE-O and DCFEE-M, our framework
achieves better results both in precision and F1-
scores on all the five event types. When compared
with GreedyDec that holds relatively high preci-
sion, our framework still improves 9.8% on the
averaged precision.
Performance Analysis. Concretely, we transform
the long document into a graph and provide short-
cuts for closely related sentences in a sentence com-
munity. Compared with DCFEE-O and DCFEE-M
that predicted missing arguments from surrounding
sentences, we believe the improvements of DCFEE
should give credit to the graph structure and the
GAT layer, which alleviate the long-range depen-
dency issue. When comparing with GreedyDec that

Model EF ER EU EO EP Avg
SCDEE 80.4 90.5 75.1 70.1 78.1 78.9
-GAT -3.7 -2.5 -0.4 -2.5 -1.2 -2.0
-ELA -3.5 -1.2 -1.7 -3.0 -1.0 -2.1
-ROI -7.4 -0.1 -4.3 -6.1 -3.4 -4.2

Table 3: Overall F1-scores decreasing of ablation ex-
periments. Avg denotes the averaged scores.

Type SCDEE -GAT -ELA -ROI
P. F1 P. F1 P. F1 P. F1

S 92.4 88.7 91.3 87.6 92.2 87.9 92.3 85.6
M 78.9 65.8 78.0 63.2 78.8 62.7 74.8 60.6

Table 4: Overall precision and F1-scores for documents
containing single event (S) and multiple events (M).

extracts events greedily using the recognized entity
roles, we consider the reason may lie in the stronger
association between entities within the same sen-
tence, which means that these entities are more
likely to portray the same event. The overall per-
formance of the strongest baseline Doc2EDAG is
slightly inferior to our model. Though Doc2EDAG
generates multiple events by path-expanding sub-
tasks, they ignore the role overlap problem in DEE.
We further alleviate this problem by predicting ar-
guments in terms of roles in our framework.

3.3 Ablation Study

As shown in Table 3, we conduct ablation experi-
ments by evaluating three key designs to demon-
strate the effectiveness of components in our frame-
work.
• –GAT. We investigate the effectiveness of the

GAT layers in our framework. To be fair, we re-
place the GAT layer with a fully connected layer.
Experimental results show the effectiveness of the
GAT networks on our framework.
• –ELA. We remove the entity-level attention

layer that aims to capture the association between
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Heads EF ER EU EO EP Avg
1-head 79.2 92.3 76.1 68.9 77.8 78.8
2-head 77.6 91.5 78.6 68.0 76.8 78.5
3-head 80.4 90.5 75.1 70.1 78.1 78.9
4-head 78.8 89.6 78.1 68.9 78.2 78.7
5-head 77.3 90.5 75.2 67.5 77.9 77.7
6-head 78.7 90.0 74.4 66.7 76.2 77.2

Table 5: F1-scores for the single-layer GAT network
with different number of heads.

entities. We show that the attention layer is helpful
to incorporate the information from other entities
and improve the overall performance.
• –ROI. We replace the sigmoid function and

binary cross-entropy loss in the event argument
classification with the general softmax classifier
and cross-entropy loss respectively in order to ex-
plore how the role overlapping issue affects the
experimental results. We find that F1 scores of the
EF and EO types drop significantly, which might
mean that they suffer the most from this issue.

3.4 Single & Multiple DEE Analysis

We conduct experiments to study the performance
of our framework on single-event and multi-event
documents, and the influence of the aforemen-
tioned three key components. As shown in Table
4, we find that (1) for single-event documents, our
framework achieves superior performance in terms
of both precision and F1-scores. In addition, –GAT
leads to the most decrease in precision, and –ROI
causes the most F1-score decrease, which means
that the role overlapping issue might be the critical
obstacle. (2) For multiple-event documents, our
framework achieves fairish performance. Besides,
–ROI results in noteworthy performance degrada-
tion both in precision and F1-scores. It demon-
strates that the role overlapping issue hinders the
performance of multiple event extraction.

3.5 Effect of GAT Architecture

We conduct experiments to see how the model’s
performance is affected by the GAT network archi-
tecture. First, we perform a set of experiments on a
single-layer GAT network with a different number
of heads. Experimental results in Table 5 show
that there is no notable difference between 1-head
and 4-head GAT. However, more time is needed
for convergence as parameters are increasing. But
more heads lead to performance degradation.

Layer 2-1 Head 2-2 Head 2-3 Head
1-1 Head 76.5 74.3 65.3
1-2 Head 74.3 73.6 62.4
1-3 Head 72.7 72.1 58.6

Table 6: Overall f1-scores for the two-layer GAT net-
works with different number of heads. i-j Head de-
notes the ith layer with j heads.

The deeper, the better? We further investigate the
framework performance using two-layer GAT net-
works with different numbers of heads. We employ
the exponential linear unit (ELU) (Clevert et al.,
2016) as the activation function between layers. As
described in Table 6, the overall F1 scores signif-
icantly drop whether we increase the number of
heads in the first or the second layer. The possible
reason for the overall performance dropping may
lie in the over-smoothing issue (Zhou et al., 2018)
that the node attribute vectors tend to converge to
similar values.

3.6 Time complexity

In news articles, entities are usually extracted in
advance by highly efficient tools in real-world in-
dustry applications. For the document graph con-
struction G = (V,E), let Ns be the number of
sentences, Ne be the number of all extracted enti-
ties, and Nu denotes the number of entities with
distinct surface names. Then generating node at-
tribute vectors requires O(Ne) complexity. For the
sentence community detection, the GAT layer re-
quires O(Ns · D · D′ + |E| · D′) with D and D′

representing the input and output dimensionality,
and the complexity of node assignment is O(Ns).
For the argument classification, the complexity of
the entity attention layer is O(Nu). Notably, Ns,
Ne, and Nu are far less than the length of docu-
ments, which makes our model work efficiently.

3.7 Case Study

We visualize the graph structure of the document
and analyse its property as shown in Figure 3.

First, as shown in Figure 3(a), two thirds of the
sentences contain no entity. Our framework could
filter the noise sentences and focus on informative
sentences, which is an advantage compared with
the baseline DCFEE.

Second, in Figure 3(b), from the perspective
of sentence community, the document graph is
composed of two overlapping sentence commu-
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Complete Graph K6: Event1

Complete Graph K5: Event2

S14

S7

S13

S5

S9

S11

S8

S15

ID Sentence

S5 The	company	received	the	notice	from	Mr.	Wu	Peifu and	Mr.	Wu	Di,	…

S7 Mr.	Wu	Peifu is	the	controlling	shareholder	and	actual	controller.

S8 Mr.	Wu	Di	is	the	Secretary	of	the	board	of	directors.

S9 Mr.	Wu	Peifu	and	Mr.	Wu	Di's	total	holding shares	shall	not	exceed	2%	of	the	...

S11 Mr.	Wu	Peifu	and	Mr.	Wu	Di's	decision	to	increase	their	shares	is	based	on	the…

S13 Mr.	Wu	Peifu	has	increased	173240	shares	of	the	company	on	July	9,	2015.

S14 After	the	increase,	Mr.	Wu	Peifu	holds	235520360	shares	of	the	company.

S15 Mr.	Wu	Di	has	increased	100000	shares	of	the	company	on	July	8,	2015.	

EquityOverweight

EquityHolder

TradedShares

StartDate

EndDate

LaterHoldingShares

AveragePrice

Wu	Peifu
Wu	Di

July	9,	2015	
173240	shares	

235520360	shares

Wu	Di
Wu	Peifu

July	8,	2015	
100000 shares

Entities

Entities

(a) Input Document (b) Document Graph (c) Argument Classification

Figure 3: (a) an example of the document containing 24 sentences with 2 EquityOerweight events. We exclusively
present the 8 sentences with recognized entities (in red). (b) an example of the document graph with two sentence
communities. The first sentence community corresponds to the complete graph K6. The second community cor-
responds to the complete graph K5. (c) an example of argument classification. An entity might be classified into
multiple roles if these roles overlap.

nities. Notably, the first sentence community corre-
sponds to the complete graph K6 since all the sen-
tence nodes share the entity Wu Peifu. The second
sentence community corresponds to the complete
graph K5 with all the sentence nodes sharing the
entity Wu Di. Sentences related to each event are
densely connected under the definition of sentence
community.

Third, as depicted in Figure 3(c), our frame-
work could reduce the irrelevant argument candi-
dates for each event as compared with our baseline
Doc2EDAG. Entities within each sentence commu-
nity are more closely related.

The above results verify that graphical represen-
tation is advantageous for document-level event
extraction.

4 Related Work

Event Extraction (EE), a challenging sub-task of
information extraction, has been recently studied
under two paradigms: the sentence-level EE and
document-level EE.
Sentence-level Event Extraction mainly follows
the requirements of ACE event extraction task
(Doddington et al., 2004) that aims to detect the
event trigger and arguments from a sentence. This
task can be further decomposed into two sub-tasks:
Event Detection that aims to identify the event trig-
gers (Feng et al., 2016; Liu et al., 2017; Zhao et al.,
2018; Yan et al., 2019; Cui et al., 2020; Lai et al.,
2020a,b) and Event Argument Role Labeling that
aims to predict whether words or phrases partici-
pate in the event argument roles (Wang et al., 2019;
Yun et al., 2019; Pouran Ben Veyseh et al., 2020;
Ma et al., 2020b; Ahmad et al., 2020; Zhang et al.,
2020). Furthermore, various researches have been
dedicated to extracting event triggers and argu-

ments simultaneously (Sha et al., 2018; Yang et al.,
2019; Tang et al., 2020; Du and Cardie, 2020b).
Document-level Event Extraction aims to iden-
tify event types and corresponding event argument
roles. Compared with sentence-level event extrac-
tion, the main difference is that it is no longer nec-
essary to identify the event trigger words explicitly.

From the perspective of modeling, Yang et al.
(2018) employ a sequence tagging model to extract
document-level events by utilizing sentence-level
results. Zheng et al. (2019) propose an end-to-end
model that transforms the DEE task into several
sequential path-expanding sub-tasks with each fi-
nal path being a predicted event record. Du and
Cardie (2020a) show that longer text might hurt
the model performance, and a multi-granularity
reader is proposed to incorporate sentence-level
and paragraph-level information. Huang and Peng
(2020) propose to leverage Deep Value Networks
(DVN) that captures cross-event dependencies to
jointly resolving both the entity and event coref-
erences for DEE. Du et al. (2020) introduce an
end-to-end generative transformer-based model to
extract arguments across sentence boundaries.

5 Conclusion

In this paper, we propose a novel document-level
event extraction framework that explores the sen-
tence community for the event extraction task,
which alleviates the multi-event issue and the role
overlapping issue. In our framework, we introduce
the document graph construction method that trans-
forms a document into an undirected unweighted
graph, which establishes associations between re-
lated sentences, and we employ the graph attention
networks to capture the associations between sen-
tences and further assign sentences to communities.
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The experimental results validate the effectiveness
of our proposed framework.
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Model EF ER EU EO EP
P. R. F1 P. R. F1 P. R. F1 P. R. F1 P. R. F1

DCFEE-O 66.0 41.6 51.1 84.5 81.8 83.1 62.7 35.4 45.3 51.4 42.6 46.6 64.3 63.6 63.9
DCFEE-M 51.8 40.7 45.6 83.7 78.0 80.8 49.5 39.9 44.2 42.5 47.5 44.9 59.8 66.4 62.9
GreedyDec 79.5 46.8 58.9 83.3 74.9 78.9 68.7 40.8 51.2 69.7 40.6 51.3 85.7 48.7 62.1
Doc2EDAG 77.1 64.5 70.2 91.3 83.6 87.3 80.2 65.0 71.8 82.1 69.0 75.0 80.0 74.8 77.3
SCDEE 88.4 73.7 80.4 93.7 87.5 90.5 84.3 67.8 75.1 85.5 59.4 70.1 84.4 72.7 78.1

Table 7: Comprehensive results for each event type on the test set. Bold denotes the best result.


