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Abstract
Neural topic modeling approach has been at-
tracting much attention recently as it is able
to leverage the advantages of both neural net-
works and probabilistic topic models. Previ-
ous works have proposed several models that
are based on this framework and obtained im-
pressive experimental results compared to tra-
ditional probabilistic models. However, the re-
ported result is not consistent across the works,
making them hard for gaining a rigorous as-
sessment of these approaches. This work aims
to address this issue by offering an extensive
empirical evaluation of typical neural topic
models in different aspects using large, di-
verse datasets as well as a thorough set of met-
rics. Precisely, we examine the performance
of these models in three tasks, namely uncov-
ering cohesive topics, modeling the input doc-
uments, and representing them for downstream
classification. Our results show that while
the neural topic models are better in the first
and the third tasks, the traditional probabilis-
tic models are still a strong baseline and are
better in the second task in many cases. These
findings give us more insights for choosing off-
the-shelf topic modeling toolboxes in different
contexts, as well as for designing more com-
prehensive evaluation for neural topic models.

1 Introduction

Classical topic modeling approach consists of sta-
tistical learning methods for uncovering the latent
topics from a corpus and the semantic meaning
of each document in the corpus. Notable works
include the pioneering ones by (Hofmann, 1999;
Blei et al., 2003). During its more than 20 years of
research, topic modeling has also been applied to
other fields beyond its original scope such as image
analysis (Fei-Fei and Perona, 2005), and recom-
mender systems (McAuley and Leskovec, 2013).

Recently, neural topic modeling approach has
been attracting much research attention for under-

standing topic models of corpus due to its ability
to leverage the advantages of both neural networks
and probabilistic generative models. Compared to
classical ones, this approach has three main advan-
tages. First, its inference is amortized (Miao et al.,
2016) and hence is much computationally simpler
than that of the classical approach which requires to
deal with a complicated optimization problem (Blei
et al., 2003). Second, the gap between prototype
and deployment processes become closer thanks to
the power of some deep learning frameworks such
as Pytorch (Paszke et al., 2019), Tensorflow (Abadi
et al., 2016), and Flux.jl (Innes, 2018). Third, neu-
ral topic models are easy to be integrated with prior
knowledge such as pre-trained word and text em-
beddings, which are prevalent and have shown the
tremendous usefulness, e.g. GPT-3 (Brown et al.,
2020), BERT (Devlin et al., 2019).

Several neural topic models are proposed re-
cently to investigate the above advantages. Their
reported experimental results are promising com-
pared to the classical topic models. However, the
reported results are not consistent or even contra-
dict across these works. For example, for the same
20News dataset, (Miao et al., 2016) reports that
their model i.e. NVDM obtains much better perfor-
mance (measured by perplexity) than the classical
LDA does, while the same experiments of (Srivas-
tava and Sutton, 2017) show that LDA outperforms
NVDM significantly. All these inconsistency and
contradiction make it hard to assess the neural topic
modeling approach comprehensively.

In this work, we would like to address this gap
by conducting an extensive empirical study to ac-
curately evaluate the typical existing neural topic
models. Precisely, using a diverse set of large
datasets, we examine the performance of the mod-
els in several tasks, including document modeling,
topic discovery, and document representation for
downstream classification. Our contributions are:
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• To the best of our knowledge, our work is the
first one which examines state-of-the-art neu-
ral topic models in a systematical mechanism.

• We also public our implementation 1 as an
additional resource for better reproducibility
and further improvement in topic modeling
research.

• Based on the results of our extensive experi-
ments, we provide some practical guidelines
of using neural topic models for specific tasks.

2 Experiment Settings

In this section, we describe settings used in our ex-
periments. We start by briefing the models chosen
to examined. We then introduce the datasets and
define the metrics used to examine the models.

2.1 Evaluated Models
Neural topic models. Existing neural topic
models are generally based on encoder-decoder
architectures. In those models, the encoders
are some variants of variational auto-encoder
(VAE) (Kingma and Welling, 2013) whose input is
the bag-of-word vector of an input document. The
decoders, on the other hand, are designed to recover
the input document from the encoded vector. For
a fair comparison with the classical topic models
that work purely on bag-of-words representation of
documents, we surveyed the state-of-the-art works
on neural topic modeling and chose to examine the
following models whose decoders also work with
the same representation of the documents.

• NVDM (Miao et al., 2016): A pioneering
work that applies the VAE architecture for
topic modeling with the encoder is imple-
mented by multilayer perceptron, the varia-
tional distribution is a Gaussian distribution,
and the variational inference is based on mini-
mizing the KL-divergence (Blei et al., 2017).

• GSM (Miao et al., 2017): A variant of
NVDM whose variational distribution is soft-
max of a Gaussian distribution.

• NVLDA (Srivastava and Sutton, 2017): An-
other variant of NVDM in which the vari-
ational distribution is Dirichlet distribution
and approximated by a Laplace approxima-
tion based on Gaussian distribution.

1https://github.com/smutahoang/ntm

• ProdLDA (Srivastava and Sutton, 2017): A
variant of NVLDA in which the decoder is
designed by following the product of expert
model and the topics are unnormalized.

• Scholar (Card et al., 2018): This model is de-
signed to incorporate the metadata and labels
associated with documents into the modeling
of topics. If no metadata and no labels are
available, this is similar to ProdLDA except
that the encoder has only a single linear layer.

• NSMDM (Lin et al., 2019): The sparsity of
documents’ topics is modeled by Gaussian
sparsemax distribution, and the variational in-
ference is based on the Wasserstein distance.

• NSMTM (Lin et al., 2019): This model is
a variant of NSMDM in which the Gaussian
sparsemax distribution is also used for model-
ing the sparsity of the topics .

• NVCTM (Liu et al., 2019): Again, this model
is much similar to NVDM except that the de-
coder make uses of a complicated transforma-
tion sequence for modeling the correlation of
topics within documents.

The above list is certainly not exhaustive. There
are several other notable models proposed recently.
We however do not examine them in this work as
they either do not model documents as bags but
sequences of words (e.g., (Dieng et al., 2016)) or
are not generative models (e.g., (Yang et al., 2020)).

In our experiments, for each of the aforemen-
tioned models, we make use of the implementa-
tions provided by the authors if these are any. We
re-implement the provided implementation if it is
not written in Pytorch, strictly follow the original
one. If the implementation is not provided, we im-
plement the models ourselves, strictly follow the
description and settings in the published papers.
Classical topic models. We compare these meth-
ods above with two classical topic models, namely
Non-negative Matrix Factorization (NMF) (Zhao
et al., 2017) and Latent Dirichlet Allocation
(LDA) (Blei et al., 2003). We examine both two
widely used learning methods for LDA: online vari-
ational inference (o LDA) and Gibbs sampling al-
gorithm (g LDA).

2.2 Datasets
We uses two types of corpus: long text corpus con-
taining W2E-content and 20News (Lang, 2008);
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Table 1: Dataset statistic

Dataset #documents #words Avg. length #labels
20News 15,465 4,159 73.52 20
W2E-content 84,017 11,123 256.62 30
W2E-title 105,522 4,051 6.90 30
Web Snippets 12,295 4,722 14.42 8

and short text corpus including W2E-title and Web
Snippets (Ueda and Saito, 2003). Both W2E-
content and W2E-title are derived from news arti-
cles in W2E dataset (Hoang et al., 2018) by using
the whole content or title respectively of the articles
in the top 30 topics (by the number of news arti-
cles). Documents in these datasets are labeled by
their topics (W2E-content and W2E-title), category
of the discussion they belong to (20News), or the
category of the webpage they were collected from
(Web Snippets).

For each dataset, we preprocess the datasets by:
removing stopwords, then iteratively removing in-
frequent words and too short documents. These
are conventional in prior works on topic modeling,
and is to make sure that we have sufficient data
for learning meaningful topics. The basic statistics
of the preprocessed datasets are shown in Table 1.
The diversity and the large sizes of these datasets
allow us to evaluate the models accurately.

2.3 Evaluation Metrics
For a comprehensive evaluation, we examine the
performance of the models in three aspects: (i)
document modeling – measured by the perplex-
ity of unseen documents or held-out words (Blei
et al., 2003), (ii) topic discovery – evaluated by
topic coherence, and (iii) document representation –
quantified through the performance of the obtained
documents’ topic vectors in downstream tasks.

For measuring the perplexities, we train the
model using 90% of documents (or 90% of words
in each document, respectively) in the dataset, and
compute the perplexity on the remaining 10% of
documents (or words, respectively). The coherence
of the learned topics are measured by normalized
point-wise mutual information (NPMI) (Lau et al.,
2014) of their top words. Lastly, we use classifica-
tion task to examine the obtained documents’ topic
vectors. That is, we use these vectors to train a
logistic regression model to classify the documents
in each dataset by their labels. For this experiment,
we perform 10-fold cross validation, and report the
average micro F1 scores across the folds. To obtain
robust findings, and also to examine the consistency
of the models’ performance, for each metric, each

model, each number of topics, and each dataset,
we run the experiments 10 times, and report the
mean and variance of the performance across the
runs. The number of topics is varied from half to
three times the number of labels of documents in
the corresponding dataset.

3 Experiment Results & Findings

Figure 1 shows the mean and variance of the
models’ unseen-document perplexity on different
datasets and with different number of topics. Sim-
ilarly, Figures 2, 3, and 4 show the means and
variances of the models’ held-out word perplexity,
average F1 scores, and topic coherence respectively
on the same datasets and with different number of
topics. Note that the o LDA model has no unseen-
document perplexity as it does not has a straightfor-
ward method for computing the perplexity, while
NMF has no perplexities as it is not a generative
model. From the figures, we can observe that:

• NVDM and NVCTM are generally better
than other models in modeling and represent-
ing documents as their perplexities are signifi-
cantly lower and their average F1 scores are
significantly higher. This is reasonable and
expected as these two models learn the unnor-
malized topic vectors for documents while the
others learn the normalized ones2. However,
they underperform other models in discovery
cohesive topics as their coherence scores are
much lower than others’ in most cases.

• None of the neural topic models in our study
outperforms the classical LDA on all the
datasets and in all the metrics.

• The classical models (i.e., o LDA, g LDA,
and NMF) are generally more stable than the
neural ones as their variances are generally
much smaller than those the neural models.

From the above observations, we make the fol-
lowing implications, which can be served as some
guidelines for evaluation and practical usage of
neural topic models.

• LDA, especially g LDA, is a strong baseline
for topic modeling. It should be used to evalu-
ate neural topic models comprehensively.

• The performance of neural models may not
be stable and may vary significantly from run

2Here the normalized vectors are probability distribution
vectors: their elements are non-negative and summing up to 1
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Figure 1: Unseen-document perplexity of the examined models: the lower is better
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Figure 2: Held-out word perplexity of the examined models: the lower is better
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Figure 3: Average F1 scores of the examined models in downstream classification tasks: the higher is better
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Figure 4: Coherence of topics learned by the examined models: the higher is better
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to run. One should perform multiple runs on
the same dataset to have accurate evaluation.

• Among the examined neural models, Scholar
is more suitable for uncovering cohesive,
meaningful topics from the corpus, while
the unnormalized models (i.e., NVDM and
NVCTM) are more suitable for modeling and
representing documents in the corpus.

4 Conclusion

We have examined the performance state-of-the-art
neural topic models in a systematic mechanism.
From our extensive experiments, we found that
classical methods, e.g. LDA, still have comparable
expressive ability. We have also suggested some
considerations for a comprehensive evaluation and
practical usage of those models.

In the future, we would like to extend further
by designing a fair comparison framework for neu-
ral methods that use other representation of doc-
uments, e.g. sequences of words, and from other
approaches. We would also want to benchmark
other issues in neural topic models, e.g., the poste-
rior collapsing problem (He et al., 2019).
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