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Abstract

Adapting a model to a handful of personal-
ized data is challenging, especially when it has
gigantic parameters, such as a Transformer-
based pretrained model. The standard way
of fine-tuning all the parameters necessitates
storing a huge model for each user. In this
work, we introduce a lightweight approach
dubbed UserAdapter, which clamps hundred
millions of parameters of the Transformer
model and optimizes a tiny user-specific vec-
tor. We take sentiment analysis as a test bed,
and collect datasets of reviews from Yelp and
IMDB respectively. Results show that, on both
datasets, UserAdapter achieves better accu-
racy than the standard fine-tuned Transformer-
based pre-trained model. More importantly,
UserAdapter offers an efficient way to produce
a personalized Transformer model with less
than 0.5% parameters added for each user.

1 Introduction

Having a bespoke model by only seeing a few data
of a user is increasingly important given its mer-
its of producing customized service and protecting
user privacy. In this work, we study the learning
of personalized model based on Transformer-based
pretrained models (Devlin et al., 2018; Liu et al.,
2019), which dominate a wide range of natural lan-
guage understanding problems. A standard way is
fine-tuning the whole parameters. However, this
is unacceptable in practice because it would result
in storing a model with hundreds of millions of
parameters for each user. An alternative method
is in-context learning, which is adopted in GPT-3
(Brown et al., 2020). A few examples are pro-
vided as context to the pretrained model and no
fine-tuning is needed. However, limited by the
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bounded-length context of Transformer, it cannot
make full use of the training instances that exceed
the context window.

In this work, we introduce UserAdapter, a
lightweight method that learns personalized model
in a few-shot learning scenario. Our work is in-
spired by the recent progress on lightweight fine-
tuning (Houlsby et al., 2019; Wang et al., 2020;
Li and Liang, 2021), where a small number of
task-specific parameters are the only trainable ones,
while the dominant parameters of Transformer are
fixed. In UserAdapter, each user is represented
as a continuous vector, and such vector works as
a virtual “prefix” token that steers the representa-
tions produced by Transformer. When adapting an
existing model to a few datapoints of a new user,
we clamp the parameters of Transformer and only
need to train the tiny user vector. Even if taking
the parametrization strategy into account (detailed
in Section 3.2), UserAdapter adds less than 0.5%
parameters for each user.

As a case study, we conduct experiments on
sentiment analysis in this work. The personalized
user information is essential in guiding the decision
stage of the model because the style and preference
of reviews vary among users. We collect datasets
of reviews from Yelp and IMDB respectively, and
study the task of predicting the rating (e.g., 1-5 or
1-10) for the review content. In the testing stage,
reviews are written by users never seen in the train-
ing set and each user is attached with a dozen in-
stances used for few-shot learning. Results show
that, on both datasets, UserAdapter consistently
outperforms completely fine-tuned Transformer-
based pretrained model. Taking IMDB dataset as
an example, we find that adapting a standard fine-
tuned model to unseen users drops the accuracy,
while UserAdapter achieves comparable accuracy
on unseen users with few-shot learning.

We summarize the major contributions of this
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work as follows.

• We introduce UserAdapter, a lightweight
approach to optimize a personalized Trans-
former model with tiny trainable parameters.

• We create two datasets to foster research on
few-shot personalized sentiment analysis.

• We show that UserAdapter is better than the
de facto way of fine-tuning the whole parame-
ters in terms of both accuracy and efficiency.

2 Task and Dataset

We consider the task of few-shot sentiment analysis
here. Given a text as the input, the task of sentiment
analysis is to predict the sentiment label of the text.
More specifically, we study sentiment analysis in
a few-shot learning scenario, where (1) instances
in the test set are written by users never seen in
the training set and (2) each user in the test set is
also paired with a dozen of text-label pairs used for
few-shot learning.

To the best of our knowledge, there is no exist-
ing datasets meeting our demands, so we create
two datasets by ourselves. One dataset comes from
Diao et al. (2014), where each text is a movie re-
view on IMDB and the sentiment label (rating) is
from 1 to 10. The other dataset is from Tang et al.
(2015), where each text is a restaurant review from
Yelp and the sentiment label is from 1 to 5. Each
dataset includes two parts: (1) part A consisting of
massive user data for training a general classifica-
tion model; (2) part B used for few-shot learning.
To ensure that each user in part B is never seen
in the training set of A, we separate these datasets
based on users. To support few-shot learning, we
have a constraint on the users in part B that they
only write no more than 50 reviews. The data statis-
tics are shown in Table 1.

Dataset Part # of reviews # of users

IMDB
A 127,626 783
B 10,084 229

Yelp
A 375,029 3,247
B 53,340 1,213

Table 1: Data statistics of datasets.

3 Methodology

In this section, we propose using UserAdapter as
an alternative to fine-tuning all the parameters of
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Figure 1: An overview of our approach. Top box repre-
sents a Transformer model, whose parameters (in grey)
come from a pretrained model like RoBERTa. Middle
box shows a general user-aware model trained on mas-
sive user data. User-specific vector (in green) works
as a virtual token and Transformer parameters are fine-
tuned (in blue). Bottom box shows the few-shot learn-
ing stage. Transformer parameters (in blue) are fixed
and only user-specific vector (in red) is learned.

the Transformer-based pretrained model when new
users involved. UserAdapter learns a lightweight
user-specific vector, while the dominant parameters
of the Transformer are fixed during the few-shot
learning. An overview of our approach is shown
in Figure 1. We first train a general user-aware
model with massive data based on a pre-trained
Transformer. Afterwards, in the few-shot learning
stage, the parameters of the Transformers are fixed
and only parameters of tiny user-specific vector are
learned and stored for each new user. Details of
our approach are introduced as follows.

3.1 Model

Specifically, UserAdapter adds a trainable user-
specific vector uθ ∈ Rd for each user, where d de-
notes its dimension. For each input x, we prepend
a trainable user-specific vector uθ to the input em-
beddings E = Embeddings(x), which is taken as
the input of a Transformer-based encoder. Then we
produce the last hidden vector H of the user-aware
sequential vectors:

H = Transformerφ([uθ;E]) (1)
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where [; ] denotes concatenation. The final hidden
vector H is taken for classification:

p(x) = classifierφ(H) (2)

where classifier is two linear layers followed by a
softmax layer and p(x) is the predicted score for
classes. The parameters φ include the parameters
of the Transformer and the classifier. During the
few-shot learning stage, dominant parameters φ
are fixed and only user-specific parameters θ are
learned.

3.2 Parametrization
In order to enhance the expressive ability of the
user-specific vector and make the optimization
more stable, we follow Li and Liang (2021) and
employ parametrization strategy. Specifically,
we reparametrize the user prefix vector uθ =
MLPθ(u

′
θ) with an MLP layer MLPθ for each

user. The parameters of the MLP layer are user-
specific. The dimension of parametrization vector
u′θ is noted as k, which can vary in practice. The
impact of changing different variants of k is ana-
lyzed in § 4.4.

3.3 Learning
In the few-shot learning stage, the parameters φ
of the Transformer and the classifier are fixed, and
only the user-specific parameters θ are trainable.
The objective follows cross-entropy objective:

θ = argmin
θ
−

N∑
i=1

yi log pi(x) (3)

where N is the number of classes. yi is the ex-
pected label and pi(x) is the predicted score.

4 Experiments

4.1 Experiment Setup
Datasets and Evaluation Metrics We evaluate
our approach on the IMDB and Yelp datasets, de-
tailed in § 2. The overall evaluation metrics is multi-
class label accuracy on the test set. As mentioned
above, the datasets have two parts: part A and
part B. Specifically, we split the data of each user
in each part with the ratio: (train/val./test) =
(0.8/0.1/0.1). Therefore, the train, validation and
test sets in each part have the same number of users.
For each user in part B, we only use the few data
from the same user for few-shot learning. Numbers
of instances are shown in Table 2.

Dataset Part Train Val. Test

IMDB
A 101,778 12,715 13,133
B 7,975 990 1,119

Yelp
A 298,713 37,328 38,988
B 42,184 5,249 5,907

Table 2: Numbers of instances in the datasets.

Few-shot Learning Strategy We adopt a few-
shot learning strategy. We first train a general user-
aware UserAdapter model with massive user data
in part A. Then, we employ part B for few-shot
learning. For each new user in the part B, we fix
the parameters φ of the Transformer and the clas-
sifier, and only train and store the user-specific
parameters θ for that user. Then, we independently
test the user-specific model for each user in test B.
The overall accuracy on test B is the average of the
accuracy on the test sets of all users.

Model Parameters We employ RoBERTaBase
(Liu et al., 2019) as the backbone model, which
has nearly 125M parameters. If we consider the
parametrization strategy and set k = 768, the num-
ber of user-specific parameters is less than 0.5%
of the total parameters. We use AdamW as the
optimizer. When training the general model, the
learning rate is 1e-5 and the batch size is 6. In the
few-shot learning stage, the learning rate is 1e-4
and the batch size is 12.

4.2 Models
We evaluate following methods on the two datasets:

• RoBERTa (w/o ft): The RoBERTa trained on
part A and directly tested on test sets without
further fine-tuning on part B.

• RoBERTa (ft): The RoBERTa trained on part
A and completely fine-tuned by the data of
each user in part B.

• RoBERTa (few-shot): The RoBERTa first
trained on part A and only the parameters of
the classifier is tuned by the data of each user
in part B under the few-shot learning setting.

• UserAdapter (retrieve w/o ft): The User-
Adapter trained on part A. When being tested
on new user data in test B, it retrieves the user
in part A that wrote the most similar reviews
and adopt its user-specific vector. The simi-
larity of two users are measured by the cosine
distance of the tfidf vectors of their reviews.
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Models IMDB-A Yelp-A
RoBERTa (w/o ft) 40.98% 66.69%
UserAdapter (retrieve w/o ft) 46.79% 70.39%

IMDB-B Yelp-B
RoBERTa (w/o ft) 38.82% 64.82%
UserAdapter (retrieve w/o ft) 39.80% 66.75%
RoBERTa (ft) 44.89% 68.25%
RoBERTa (few-shot) 40.18% 65.78%
UserAdapter 46.15% 70.22%

Table 3: Accuracy on the test A and test B of Yelp and
IMDB datasets. UserAdapter is our approach under the
few-shot learning setting.

• UserAdapter: The UserAdapter trained on
part A, then trained on the data of each user
in part B under the few-shot learning setting.

4.3 Few-shot Learning Evaluation

We test the models on the test set of part A (test A)
and test set of part B (test B) and report the results
in Table 3. The results on test A (the first and the
second row) show the performance of fine-tuned
RoBERTa and the general user-aware UserAdapter
model. We can see that the general UserAdapter
model outperforms RoBERTa by a large margin.
This observation indicates that modeling personal-
ized user-specific information is essential for the
sentiment analysis task as it captures the style and
preference of the reviews of different users.

Then, to evaluate the performance of few-shot
learning, we test the models on each user in test
B. The results on the third row show that directly
adapting the models (i.e., RoBERTa (w/o ft)) to un-
seen users drops the performance. Further results
(the fifth row) show that completely fine-tuning
RoBERTa on the data of each new user can improve
the performance. However, this approach requires
heavy optimization and storage. Furthermore, we
can see that by only optimizing a user-specific vec-
tor with few data of each new user, UserAdapter
(the last row) outperforms fine-tuned RoBERTa and
RoBERTa with few-shot learning (the sixth row),
and achieves comparable performance with the gen-
eral user-aware model (the second row). These phe-
nomena show that our UserAdapter approach can
alleviate the burden of heavy model fine-tuning and
storage by only tuning and storing tiny parameters.

4.4 Parametrization Evaluation

In this part, we evaluate the impact of changing dif-
ferent variants of dimension k of the parametriza-
tion vector to find a better trade-off between the
performance and the user-specific parameter size.
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Figure 2: Performance on test B (left) and the ratio of
user-specific parameters θ (right) versus the value of k,
which is the dimension of parametrization vector. Per-
formance improves with increased value of k.

We choose six values of dimension k from 1 to
768 and test the performance of UserAdapter on
the test B of the IMDB dataset. Figure 2 shows
the variation of the performance and the ratio of
user-specific parameters with different values of k.
k = 1 indicates that we don’t adopt parametriza-
tion strategy. Our finding is consistent with Li and
Liang (2021) that without utilizing parametrization
strategy, the learning process is less stable and the
final performance drops. Moreover, we can see
that the performance improves as the dimension k
increases, which also leads to the increasing size
of the user-specific parameters. Therefore, we can
find a balance between the performance and the
user-specific parameter size in practice. In our ex-
periments, we adopt k = 768.

5 Conclusion

In this paper, we introduce a lightweight few-shot
learning approach, dubbed UserAdapter, which
clamps dominant parameters of the Transformer
and only optimizes and stores a tiny user-specific
vector for each new user. UserAdapter prepends
a trainable user-specific vector to the input of the
Transformer. We first train a general user-aware
UserAdapter model with massive user data. Then,
we fix the dominant parameters of the Transformer
and only optimize and store the user-specific vector
for each new user. We take sentiment analysis as
a test bed and create two datasets for few-shot per-
sonalized sentiment analysis. Experiments on the
two datasets show that modeling user-specific infor-
mation empowers our approach to outperform fine-
tuned RoBERTa significantly. More importantly,
results show that our approach achieves compara-
ble results when being adopted to new users with
only tuning less than 0.5% of all the parameters.
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