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Abstract

Recently, the focus of dialogue state tracking
has expanded from single domain to multi-
ple domains. The task is characterized by the
shared slots between domains. As the scenari-
o gets more complex, the out-of-vocabulary
problem also becomes more severe. Curren-
t models are not satisfactory for addressing
the challenges of ontology integration between
domains and out-of-vocabulary problems. To
address the problem, we explore the hierarchi-
cal semantics of the ontology and enhance the
interrelation between slots with masked hierar-
chical attention. In state value decoding stage,
we address the out-of-vocabulary problem by
combining generation method and extraction
method together. We evaluate the performance
of our model on two representative datasets,
MultiWOZ in English and CrossWOZ in Chi-
nese. The results show that our model yield-
s a significant performance gain over curren-
t state-of-the-art state tracking model and it
is more robust to out-of-vocabulary problem
compared with other methods.

1 Introduction

Dialogue state tracking (DST) is in charge of up-
dating the belief state in task-oriented dialogue
system (Gao et al., 2019a). Traditional discrim-
inative DST models assume that the task ontolo-
gy is well defined in advance, that is to say, al-
l states and their values are known to the model.
They usually rely on hand-crafted features or task-
specific lexicon (Henderson et al., 2014; Mrkšić
and Vulić, 2018). An inconvenience is that they
are time-consuming and hard to expand to new
tasks. To overcome it, the open vocabulary-based
models are proposed to decode the state value ac-
cording to the dialogue context (Xu and Hu, 2018;
Jin et al., 2018; Lei et al., 2018; Goel et al., 2019).

In recent years, the research frontier for task-
oriented dialogue systems has expanded from s-
ingle domain to multiple domains (Budzianowski

Figure 1: The hierarchically represented ontology for
MultiWOZ dataset. Each of the states can be repre-
sented by an arrow line connecting through Domain,
Intent and Slot.

et al., 2018; Zhu et al., 2020; Cheng et al., 2020).
There come new challenges demanding promp-
t solution. Firstly, current model does not suffi-
ciently consider the interrelation between slots in
multi-domain scenario. For example, user asks “I
also want to find an attraction near the restauran-
t”, which implies that the hotel need to have the
same area with the restaurant. The implicit rela-
tion between the area slot of hotel and restaurant
is the key to exactly track user’s intent (Wu et al.,
2019). Prior work simply used the summed (Wu
et al., 2019) or concatenated (Zhang et al., 2019;
Kim et al., 2020) embedding of the domain and
slot as the states representation for the decoder.
Secondly, out-of-vocabulary (OOV) problem get-
s more severe since the user asking question with
wider entities and more diverse words.

In this paper, we propose the generation and ex-
traction combined method with hierarchical ontol-
ogy integration, named GeeX, for dialogue state
tracking. First, we explore the hierarchical seman-
tics of the ontology to enhance the representation
of slots in multiple domains. Inspired by Chen
et al. (2019), we adopt the directed acyclic graph
to represent the ontology and enhance the slots in-
teraction between domains with masked hierarchi-
cal attention. We use the ontology of MultiWOZ
(Budzianowski et al., 2018) to illustrate this mech-
anism. As shown in figure 1, the ontology has four
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Figure 2: The architecture of GeeX. The model includes masked hierarchical attention, Transformer-based encoder,
fully-connection operation gate and generation and extraction combined state value decoder.

hierarchies, i.e., Domain, Intent, Slot and Value.
The states can be expressed as the combination of
Domain, Intent and Slot and the goal of DST is
to decode the Value for the state mentioned in the
dialogue context. The hierarchically represented
ontology is efficient and effective in two aspects.
First, it enhances the interrelation between slots in
multiple domains. Second, the compact structure
is efficient for state representation which is appro-
priate to domain expansion since new domain of-
ten shares slots with old one (Rastogi et al., 2020).
To address the OOV problem, we leverage genera-
tion and extraction by combining the two methods
together. We first predict the state operation poli-
cy to select the suitable decoding strategy. Then,
we enter into the corresponding decoder for value
decoding according to the predicted policy.

The contributions of this paper are summarized
as follows: (i) We adopt the masked hierarchi-
cal attention to represent the ontology to enhance
the slots interrelation between domains. (ii) We
combine generation and extraction to handle OOV
problem in dialogue state tracking. (iii) Experi-
ment results demonstrate that GeeX outperform-
s state-of-the-art baseline on two representative
datasets. Furthermore, GeeX also shows robust-
ness in OOV testing.

2 Architecture

We use a four-stage model for state tracking, Fig-
ure 2 illustrates the architecture.

2.1 Masked Hierarchical Attention

We use a three-layer masked hierarchical attention
to explicitly integrate the state information. As-
suming there are M states in total1. For the m - th

1The full states in MultiWOZ and CrossWOZ are listed in
Appendix A.

state, we use a state-specific mask Mm
l ∈ R|Ml| to

activate certain gate and only pass through their in-
formation to the next level to disentangle the layer-
wise information2. The state is computed by,

S̃m
l =

∑
|Ml|

Ml Att(S̃m
l−1, Õl, Õl) ∈ Rdh

where, Õl = Att(Ol, Ol, Ol) ∈ R|Ml|×dh
(1)

where Att is the standard scaled dot-product at-
tention (Vaswani et al., 2017), l is the layer num-
ber, dh is the hidden dimension, | · | denotes the
length number. Ol represents the layer of Do-
main, Intent and Slot when l = 1, 2, 3, respective-
ly. The dialogue state is the concatenation of all
individual states, i.e., S = S1 ⊕ · · · ⊕ SM , where
Sm = S̃m⊕V m, V m is the value of S̃m and ⊕ de-
notes the concatenation operation. Note that they
are shareable among layers, so the hierarchical at-
tention helps to implicitly model the interrelation
between states.

2.2 Transformer Encoder
We represent the dialogue context as the concate-
nation of last turn system response D and current
turn user utterance U3. At t - th turn , the dialogue
context is denoted as Ct = Dt−1 ⊕ Ut. We use
Transformer (Vaswani et al., 2017) to fuse the state
information into dialogue context. We concatenate
last turn state St−1 and current dialogue context Ct

as the input, i.e., Xt = [CLS]⊕St−1⊕ [SEP]⊕Ct,
where [CLS] and [SEP] are the special token as
in (Devlin et al., 2019). In output layer, we get the
hidden representation for each of the input tokens.

2The mask is a one-hot representation for Domain, Intent
and Slot, respectively. For example, ‘attraction-inform-area’
is denoted as [0,0,1,0,0], [1,0,0], [0,0,1,...,0,0] in each layer,
as shown in Figure 2.

3To efficiently track current turn dialogue state, we adopt
the selectively overwriting framework (Kim et al., 2020) to
take advantage of last turn states.
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Particularly, hS
m

corresponds to S̃m representing
the information of the m - th state.

2.3 Operation Gate
We predict the decoding operation ok ∈ O =
{CARRYOVER,GENERATE,EXTRACT,NULL}
with a four-channel classifier, where, CARRY-
OVER denotes to keep the state value the same
as last turn, GENERATE represents to decode the
value by generation decoding, EXTRACT repre-
sents to decode the value by extraction decoding,
and NULL means the state is not mentioned in
the context and its value is empty. For each of
the states, we compute the decoding operation
probability Pm

op ∈ R|O| by,

Pm
op = Softmax(Woph

Sm
) (2)

where, Wop ∈ R|O|×dh is a learnable parameter.

2.4 State Value Decoder
We build two parallel decoders for state value pre-
diction and selectively decode the value for states
whose operation policy is GENERATE and EX-
TRACT. For each of the states, when its policy is
GENERATE, we execute the generation decoding
mode, and when its policy is EXTRACT, we enter
into extraction decoding mode.
Generation Decoding We use Gated Recurrent
Units (GRU) (Cho et al., 2014) as the basic de-
coder and employ copy mechanism to calculate a
probability over the dialogue context to encourage
reusing words in the context. We use the state rep-
resentation hS

m
(whose operation policy is GEN-

ERATE) to initialize the decoder hidden. The final
probability of decoding a certain word, e.g., the
τ - th token u(τ), is calculated by

Pm
gen(τ) = Pvoc(τ) + Pcopy(τ) (3)

where Pvoc(τ) is the probability computed from
the decoder hidden over whole vocabulary, and
Pcopy(τ) indicates the probability of copying
words from the context.
Extraction Decoding We treat the state value pre-
diction as the extractive reading comprehension
problem (Gao et al., 2019b, 2020). Specifically,
we use the state representation hS

m
(whose poli-

cy is EXTRACT) as the query, the dialogue context
H as background and the state value as the answer.
The extraction can be formalized as

Pm
s ,Pm

e = EXT(hS
m
,H) (4)

where, Pm
s and Pm

e are the start index probabili-
ty and the end index probability over the dialogue
context, respectively. In implementation, we use
the extraction method EXT from (Hu et al., 2018).

2.5 Learning
We use cross-entropy to compute the operation
policy loss and state value decoding loss:

Lop = −
M∑

m=1

ym
oplogPm

op

Lgen = −
∑
GEN

∑
τ

ym
gen(τ)logPm

gen(τ)

Lext = −
∑
EXT

ym
s logPm

s + ym
e logPm

e

(5)

where y∗∗ is the standard label for P ∗
∗ . We adopt

multi-task learning to train the model. The opti-
mization objective is a combination of the three
loss function,

L = Lop + Lgen + Lext (6)

3 Experiment

3.1 Settings
Dataset We conduct experiments on Multi-
WOZ2.0 (Budzianowski et al., 2018) Multi-
WOZ2.14 (Eric et al., 2019) and CrossWOZ (Zhu
et al., 2020). MultiWOZ is the most representa-
tive multi-domain task-oriented dialogue dataset-
s and CrossWOZ is the latest multi-domain task-
oriented dialogue datasets in Chinese.5

Evaluation Metric We adopt Joint State Accuracy
to evaluate the model performance, which checks
whether all state values exactly match the ground
truth values at each dialogue turn.
Training Detail We optimize GeeX with
Adam (Kingma and Ba, 2015). The hidden size is
set to 300. The learning rate is initialized to 10−3

and annealed in the range of [10−3, 10−5] with a
decay rate of 0.5.
Benchmark We compare GeeX with both dis-
criminative methods i.e., SUMBT (Lee et al.,
2019) and open vocabulary-based method, i.e., D-
STReader (Gao et al., 2019b), TRADE (Wu et al.,
2019), SOM (Kim et al., 2020), TripPy (Heck
et al., 2020). To further verify the effectiveness
of hierarchical ontology integration and parallel
decoding strategy, we also design three ablation

4MultiWOZ2.1 shares the same dialogues with Multi-
WOZ 2.0 but it fixed previous annotation errors.

5Note that there is no gold operation label in datasets, so
we automatically annotate it, as described in Appendix B.
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models here, (i) –MHA. It replaces the masked hi-
erarchical attention with flat representation as in
SOM. (ii) –EXT. It removes the extraction decod-
ing branch. All the state values are decoded with
generation method. (iii) –GEN. It removes the
generation decoding branch. All the state values
are decoded with extraction method.

3.2 Results and Analysis
3.2.1 Multi-domain Testing
As illustrated in Table 1, GeeX outperforms al-
l the baselines on MultiWOZ2.0, MultiWOZ2.1
and CrossWOZ.

The performance difference between vanilla ex-
tractive model (i.e., DSTReader, TripPy) and Ge-
eX mainly comes from the limitation that its de-
coding vocabulary is limited to the words that oc-
curred in the dialogue history. For examples, a
user may find a cheap restaurant while described
it as economical, the extractive model would lose
efficacy to predict the right answer span.

GeeX also achieves higher score than the gener-
ation decoding models (i.e., TRADE, SOM). After
further observations, we find that most of the to-
ken can be directly extracted from context (82.0%
in MultiWOZ2.0, 84.2% in MultiWOZ2.1 and
83.7% in CrossWOZ). The extractive decoding
models is more robust to decode longer sequence.
However, the generation decoding method helps to
generate values not appearing in the context, so it
is a perfect complement to extractive method.

Another performance gain comes from opera-
tion prediction. As stated in (Kim et al., 2020), a
relatively larger amount of error originates from
operation gate. SOM uses CARRYOVER for s-
tates keeping unchanged while neglecting the d-
ifference between “none” and succeeding. GeeX
use CARRYOVER for state value succeeding from
last turn and NULL for empty value, which help to
explicitly take advantage of last turn belief states.

3.2.2 Ablation Study
Ablation results are reported in bottom half of Ta-
ble 1, the degradation of –MHA, –EXT and –GEN
validates the necessity of hierarchical ontology in-
tegration and parallel decoding approach. –EXT
outperforms SOM in generation decoding method
and –GEN outperforms DSTReader in extraction
decoding method, demonstrating that hierarchical
ontology integration is effective to promote the s-
lots interaction and lead to the performance boost.
Compared with vanilla extraction and generation

Model MultiWOZ2.0 MultiWOZ2.1 CrossWOZ
SUMBT⋆ 42.40 42.40 36.56
DSTReader⋄ 39.41 36.40 41.04
TRADE† 48.62 45.60 36.08
SOM† 52.32 52.57 50.06
TripPy⋄ \ 55.29 \
GeeX⋄† 56.35 56.42 54.70
–MHA⋄† 53.41 52.73 51.98
–EXT† 54.39 50.95 51.23
–GEN⋄ 47.86 51.64 50.22

Table 1: Model test set performance (%). ⋆ denotes the
discriminative model. ⋄ and † denote open vocabulary-
based model with extraction and generation decoder,
respectively. The best result is highlighted in bold.

decoding models, the improvement on –MHA fur-
ther clarifies that the two parallel decoding ap-
proaches are complementary to each other.

3.2.3 OOV Testing
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Figure 3: Result on OOV testing (%). We randomly
mask the words in value with the probability of 0%,
25%, 50%, 100%, respectively.

We simulate OOV instances by randomly mask-
ing the value token in dialogue context. For ex-
ample, we change ‘I would like modern European
food’ into ‘I would like [UNK] European food’.
Here, we take the three representative models, i.e.,
SUMBT, DSTReader and SOM, for comparison.

As shown in Figure 3, compared with SUMBT,
DSTReader and SOM, GeeX still performs well
in all OOV rates. This is actually because the ex-
traction decoder plays a crucial role for predicting
OOV tokens, which is also reflected in the small-
er performance drop of DSTReader. In addition,
the performance of SOM decreases more sharply
as more instances set to be OOV, demonstrating
that the copy-augmented model is inflexible to ad-
dress multiple sequential unknown words. The
worst performance of SUMBT demonstrates that
the discriminative model is ill-equipped to recog-
nize unknown tokens.
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4 Conclusion

In the paper, we explore the hierarchical structure
of ontology and combine generation and extrac-
tion together for state value decoding. With the
domain expanding, supervised learning is not sat-
isfactory for rapidly increasing requirements. In
future work, few-shot learning and knowledge fu-
sion can be applied to further improve domain
transferring performance.
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Appendix

A. The states of MultiWOZ and CrossWOZ
The full belief states in MultiWOZ6 and Cross-
WOZ are list in Table 2.

B. The operation label annotation
There is no gold operation label in datasets, so we
automatically annotate it according to the proce-
dure below:

(i) If the state is empty, we label it with NULL.
(ii) If the state has value, and the value keep-

s unchanged compared with last turn, we label it
with CARRYOVER.

(iii) If the state has different value compared
with last turn, and the value exists in dialogue con-
text, we label it with EXTRACT; otherwise, we la-
bel it with GENERATE.

The detailed examples are shown in table 3.

6MultiWOZ2.0 and MultiWOZ2.1 share the same belief
states.
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Table 2: The full states in MultiWOZ and CrossWOZ. Following (Wu et al., 2019), only five domains(restaurant,
hotel, attraction, taxi, train) in MultiWOZ are used in our experiment.
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Dt−1 Ut St

Turn 1 -

Hello I am looking for a
place to dine in the cen-
tre of town that needs to be
cheaply priced.

restaurant-inform-pricerange-cheap [GENERATE]
restaurant-inform-area-centre [EXTRACT]
Others [NULL]

Turn 2
I have 15 different restaurants
available. What type of food
would you like them to serve?

I would like it to have scan-
dinavian food.

restaurant-inform-pricerange-cheap [CARRYOVER]
restaurant-inform-area-centre [CARRYOVER]
restaurant-inform-food-scandinavian [EXTRACT]
Others [NULL]

Turn 3

Unfortunately none of them
serve scandanavian food. I
don’t believe any restaurants in
town do. Is there another cui-
sine you might like instead?

Yes, do any serve Modern
European food instead?

restaurant-inform-pricerange-cheap [CARRYOVER]
restaurant-inform-area-centre [CARRYOVER]
restaurant-inform-food-Modern European [EXTRACT]
Others [NULL]

Turn 4
The River Bar steakhouse and
grill does. Can I make you a
reservation?

No thank you. But can I get
the address, phone number
and postcode please?

restaurant-inform-pricerange-cheap [CARRYOVER]
restaurant-inform-area-centre [CARRYOVER]
restaurant-inform-food-Modern European [CARRYOVER]
Others [NULL]

Turn 5

They are located at Quayside
Off Bridge Street, phone num-
ber is 01223307030, and their
postcode is cb58aq.

I also need a train that de-
part bishops stortford and
goes to cambridge.

restaurant-inform-pricerange-cheap [CARRYOVER]
restaurant-inform-area-centre [CARRYOVER]
restaurant-inform-food-Modern European [CARRYOVER]
train-inform-departure-bishops stortford [EXTRACT]
train-inform-destination-cambridge [EXTRACT]
Others [NULL]

Turn 6
Can you please tell me what day
you would like your train and
what time?

I am leaving on Monday
after 13:15 in the after-
noon. Please give me the
reference number when you
have it. Thanks!

restaurant-inform-pricerange-cheap [CARRYOVER]
restaurant-inform-area-centre [CARRYOVER]
restaurant-inform-food-Modern European [CARRYOVER]
train-inform-departure-bishops stortford [CARRYOVER]
train-inform-destination-cambridge [CARRYOVER]
train-inform-leaveAt-13:15 [EXTRACT]
train-inform-day-Monday [EXTRACT]
Others [NULL]

Turn 7

Okay I have booked you a train
ticket from Bishops stortford to
Cambridge for 1 person leaving
at 13:29. Your reference num-
ber is 962Q6MQG.

I apologize, I forgot to men-
tion that I’ll be needing 6
tickets, not just 1.

restaurant-inform-pricerange-cheap [CARRYOVER]
restaurant-inform-area-centre [CARRYOVER]
restaurant-inform-food-Modern European [CARRYOVER]
train-inform-departure-bishops stortford [CARRYOVER]
train-inform-destination-cambridge [CARRYOVER]
train-inform-leaveAt-13:15 [CARRYOVER]
train-inform-day-Monday [CARRYOVER]
train-book-people-6 [EXTRACT]
Others [NULL]

Turn 8

Okay! I’ve changed your reser-
vation for 6 tickets rather than
one. The reference number is
now QHYYACDV.

Thanks, I can’t wait! And
thanks for your help today.

restaurant-inform-pricerange-cheap [CARRYOVER]
restaurant-inform-area-centre [CARRYOVER]
restaurant-inform-food-Modern European [CARRYOVER]
train-inform-departure-bishops stortford [CARRYOVER]
train-inform-destination-cambridge [CARRYOVER]
train-inform-leaveAt-13:15 [CARRYOVER]
train-inform-day-Monday [CARRYOVER]
train-book-people-6 [CARRYOVER]
Others [NULL]

Table 3: An example to illustrate the operation gate of GeeX. [·] denotes the operation policy. Others denote the
states which aren’t mentioned in the context.


