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Abstract

In this paper we explore the functionalities
of ET, a suite designed to support linguis-
tic research and natural language processing
tasks using corpora annotated in the CoNLL-
U format. These goals are achieved by two
integrated environments – Interrogatório, an
environment for querying and editing anno-
tated corpora, and Julgamento, an environ-
ment for assessing their quality. ET is open-
source, built on different Python Web tech-
nologies and has Web demonstrations avail-
able on-line. ET has been intensively used
in our research group for over two years, be-
ing the chosen framework for several linguis-
tic and NLP-related studies conducted by its
researchers.

1 Introduction

Annotated corpora are the basis for several natural
language processing (NLP) tasks, serving as ma-
terial from which machine learning systems learn
how to perform linguistic analysis and as evalu-
ating material against which system analyses can
be confronted. However, manipulating annotated
corpora is a costly activity for humans alone.

In this context, we present ET: a workstation
for querying, editing and evaluating annotated cor-
pora12. The underlying idea is to facilitate linguis-
tic research using annotated corpora in the CoNLL-
U format3. ET is composed of two integrated web-
browser-based interfaces that are easily manipu-
lated by non-developers at the same time that it
provides tools to explore annotated texts driven by

1The workstation GitHub page and its live demonstration
are available at http://comcorhd.letras.puc-rio.
br/ET.

2The Portuguese term for workstation is "Estação de Tra-
balho" (lit. workstation), the reason why the suite was named
"ET".

3The CoNLL-U format is used by the Universal De-
pendencies (Nivre et al., 2016) project. The format
is described at: https://universaldependencies.
org/format.html. Accessed on 5 jan. 2021.

simple-to-build yet linguistically complex queries.
The system main language is Portuguese but comes
with English translation for the majority of its mod-
ules, it was built using different Python Web tech-
nologies and has Web demonstrations available on-
line. One can use the available demonstration pages
for working with small corpora or install a local
copy4.

ET has been intensively used in our research
group for over two years, being the chosen frame-
work for several linguistic and NLP-related studies
conducted by its researchers. In section 2, we dis-
cuss other tools that inspired ET and how different
it is from them. In section 3, we explore the in-
terface for querying and editing annotated corpora,
and in section 4 we demonstrate how to assess their
quality using the workstation. Finally, in section 5,
we outline some future perspectives for the tool.

2 Related tools

ET is a workstation that focuses on building qual-
ity corpora for Natural Language Processing, but
not from scratch. Thus, it should not be confused
with tools aimed at corpus annotation from raw
pieces of text, such as Arborator (Gerdes, 2013),
ConlluEditor (Heinecke, 2019) and UD Annotatrix
(Tyers et al., 2017), nor with tools aimed at Cor-
pus Linguistics studies, such as AntConc (Anthony,
2005) and CQPweb (Hardie, 2012).

From the point of view of text analysis tools,
although ET query environment was largely in-
spired by AC/DC (Santos and Bick, 2000), from
Linguateca (Santos, 2011) – one of the most impor-
tant repositories for NLP in Portuguese –, AC/DC
is based on an early version of CWB (Evert and
Hardie, 2011), a robust and widely used processor
capable of quickly and reliably processing corpora
of millions of tokens, a task which ET does not
propose to do with such high quality. The query-

4Only tested on Ubuntu distributions.

http://comcorhd.letras.puc-rio.br/ET
http://comcorhd.letras.puc-rio.br/ET
https://universaldependencies.org/format.html
https://universaldependencies.org/format.html
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ing module from ET allows for querying syntactic
dependencies in the Universal Dependencies for-
mat, sorting the results based on their annotation
distribution, such as part-of-speech, morphological
features and dependency labels distribution, and
affords the addition of filters in order to further
specify the query. In addition to the search tools,
ET comprises both a manual and a rule-based tree-
bank editing system that was inspired by AC/DC’s
Corte e costura (Mota and Santos, 2009), where
the user codes linguistic rules that will search and
correct annotation mistakes.

From the point of view of corpora annotation,
tools like Arborator will suit better as they allow
the editing of trees with features such as graphi-
cal editing and user management for collaborative
annotation, which facilitate the process for anno-
tators and project coordinators. What is different
about ET, in turn, is the integration of the query-
ing environment with evaluation methods to assess
corpora that were previously annotated by humans
or NLP systems. With the application of linguistic
rules and the verification of inconsistent patterns,
the tool makes it possible to linguistically guide the
work of reviewing annotated corpora for NLP.

3 Querying and editing annotated
corpora

Interrogatório (Portuguese word for "Interroga-
tory") is the name of the first of the two environ-
ments that compose ET. Its purpose is to make
it easy for anyone to query and revise annotated
corpora.

The system was built using Python CGI technol-
ogy in the back-end and JQuery in the front-end.
A server and a client machine are needed, but the
same machine can work as both server and client,
although installing and running a server-side will
require intermediate technology skills. Installation
steps and requirements are available in the work-
station GitHub page.

Managing corpora The "Manage corpora" hub
can be accessed from Interrogatório main menu on
the top. This is where a new file is uploaded to
the workstation. This file can be either a .conllu
file, which already carries annotation, or a raw text
in a .txt file. In the latter case, the text will be
tokenized, tagged and parsed by UDPipe (Straka
et al., 2016) using the models for Portuguese or

Figure 1: Interrogatório homepage. The main menu is
on the top, a list of corpora is on the left, and the user
guide is on the right.

Figure 2: Query expression builder available on the In-
terrogatório homepage

English5. Once there are files in the repository,
this page will present the number of sentences and
tokens in each corpus.

Interrogating a corpus There are multiple ways
one can interrogate a corpus and find sentences
with specific annotation. The search criteria have
been developed attending the needs of researchers
– linguists – who used the workstation. Whenever
a new search must be done and can not be easily
achieved, a new query system can be built and doc-
umented by code. The current five search criteria
are explained and exemplified in the homepage user
guide (on the right, in Figure 1).

Since querying treebanks can be a complex task
for beginners, Interrogatório comes with a "Query
expressions builder", a GUI that helps the user
when building query expressions by showing them
the tags and relations between them in natural lan-
guage (Figure 2). The intended search is then trans-
lated into the query syntax.

As a last resort, when a query is too complex and

5Such models were trained on Rademaker et al. (2017) and
Silveira et al. (2014) for Portuguese and English, respectively
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Figure 3: Users can save results for later analyses

cannot be done by any of the implemented search
criteria, Interrogatório will allow the user to write
their own Python code to look for sentences fol-
lowing a given model by opening the menu "Write
your own query script".

Saving a query Interrogatório will not make any
previous indexation on corpora uploaded to the
workstation, which is an architecture decision that
makes queries slower – in comparison to systems
that perform indexation – but that is what allows the
dynamism needed for changing the corpus while
being able to make queries in it real-time. The time
it takes to complete a query will depend on the
search criterion and the amount of results that the
query returns. Thus, if the user intends to execute
a query that returns too many results, it might be
more efficient to save these results for later. They
will be found on the page "saved queries".

Finding sentence information Returned sen-
tences within a query are presented on the screen
along with some visualization options. By click-
ing on the "Show context" button one can see the
sentences before and after the sentence in focus.
Besides, through the "Show annotation" button the
user can see the annotation of the sentence, allow-
ing them to understand how it is currently being
analyzed and judge its quality.

Editing sentences Whenever a user finds a mis-
take in the annotation of a sentence, be it sporadic
or in cases in which the query expression was
meant to lead to errors that need correction, one
can click "Open inquiry". An "inquiry" is a new tab
with the annotated sentence displayed in a table,
one token per line, ready to be edited. Options such
as modifying the sentence segmentation are also

Figure 4: Filtering selected sentences

available, making it possible to add or remove a
token, split the sentence or join two different sen-
tences using the GUI, leaving the difficult job of
ensuring that the output format is correct to the
machine.

Another possibility for changing sentence an-
notation automatically is by running a correction
script. Once in the query results page one can
navigate to the "Options" menu and select "Batch
correction", where they will be able to download a
model script for automatic correction. The script
will then be edited by the user maintaining a Python
syntax to both find the tokens that need to be
changed and to assign them the new annotation.
Once the script is uploaded back to Interrogatório,
a page will simulate the changes so the user can
decide whether the changes are as intended or not
before applying them.

Filtering query results Once inside a saved
query results page, the user is able to filter the
results, separating sentences in different slots. The
reasons for applying this are various:

• The same query can lead to different but re-
lated linguistic phenomena. Disentangling
linguistic phenomena is a common task in re-
search, and it is something that at times can
only be done by reading each sentence inside
a query results page. Keeping track of those
sentences in different slots may facilitate lin-
guists’ work.

• The main query expression might not be fine-
grained enough to find the phenomenon being
studied, in which case there is the need of
refining a query with other queries inside it.
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Figure 5: Distribution of dependency relations for the
query expression "president." in corpus Bosque-UD
v2.6

• A user may want to apply a correction script
to only a subset of sentences that are the re-
sults of a query, so filtering the sentences that
should be automatically corrected and separat-
ing them from the main query is needed.

This feature was developed while looking for
omitted subjects in different Portuguese corpora,
a research that required complex queries that in-
volved the absence of a tag in the sentence (the
"subject" relation) and five further query specifi-
cations (filters) to remove sentences such as those
without verbs and those whose main verbs express
meteorological condition such as "to rain", "to
snow" etc. (Freitas and de Souza, 2021)

Distribution of linguistic phenomena When a
user executes a query they will see the sentences
returned with the tokens being looked for in the
query expression in bold. However, if one is not
willing to read sentence by sentence but, instead,
wants to see the distribution of any annotation for
the words in bold, it is possible to view the distri-
bution of their part-of-speech, dependency relation,
features, lemma etc., as shown in Figure 5. This
page can be accessed by clicking on the "Options"
menu on the top of the screen and selecting "View
distribution" or before executing a query selecting
the same option in the homepage.

4 Evaluating annotated corpora

Julgamento (Portuguese word for "Judgment") is
the name of the second of two environments that
compose ET. Its purpose is to evaluate the qual-
ity of annotated corpora by different methods that

search for inconsistencies in the annotation. Cur-
rently, Julgamento provides three methods that help
to search for annotation inconsistencies – n-grams,
linguistic rules and contrastive analysis – presented
below.

The system was built using Python Flask frame-
work technology in the back-end and JQuery in the
front-end. Its installation process and architecture
are the same as Interrogatório: a server and a client
machine are needed, one for setting the system up
and the other for the user to browse through the
interfaces. Installation steps and requirements are
available in the workstation GitHub page.

Managing corpora From the top menu in any
screen one can have access to the "manage corpora"
hub in Julgamento. Interrogatório and Julgamento
are integrated6, which means that whatever corpora
are uploaded to one environment will also be ac-
cessible through the other, since the corpus file is
the same.

Some of Julgamento’s evaluation methods are
based on the idea of contrastive analysis, which
will require the user to upload a corpus with two
different annotations (e.g. annotations provided by
two different systems, two different human annota-
tors or a gold-standard and a system counterpart),
basing the evaluation on the confrontation of both.
It is in this page that the user is able to upload the
main corpus and its alternative annotation, that is,
two different CoNLL-U files with the same sen-
tences but different annotation.

Finding inconsistent n-grams This is a method
for detecting inconsistencies in the annotation of a
corpus uploaded to Julgamento. It is largely based
on de Marneffe et al. (2017) method, although
some important changes were applied and are still
under test. The general idea is that hardly two de-
pendency pairs with the same context and same
lemmas will have different dependency relations,
as in Figure 6, in which "António" and "Oliveira"
are a dependency pair (António being the head)
but have a different dependency relation in each
sentence (nmod and flat:name), indicating an incon-
sistency that needs fixing. The method will display
all the n-grams in the corpus that, although simi-
lar, have different relations, leaving it to the user

6Interrogatório must be installed in the same folder as
Julgamento to make it possible to integrate them. To ensure
that the integration is working, the "manage corpora" page on
Interrogatório should present a large orange strip warning that
"Interrogatório is integrated to Julgamento".
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Figure 6: Inconsistent n-gram between two sentences
(António and Oliveira are related by different tags in
each sentence)

to judge whether they are wrongly annotated and
giving them the ability to correct their annotation.

Checking for validation errors Two methods
for checking validation errors in a corpus are avail-
able in Julgamento. One is the official Universal
Dependencies project script for validating a new
corpus7, in which several rules will be applied to a
CoNLL-U file to ensure that the format is correctly
encoded and that basic points from UD annotation
guidelines have not been skipped while annotating
that corpus.

Another script was built by our team and focuses
on Portuguese grammar rules that, when skipped,
provide evidence of incorrect annotation or incon-
sistency. The rules were built using the same syntax
from interrogating a corpus in Interrogatório (as
discussed earlier) and can be edited8 to conform to
any project annotation guidelines.

Comparing corpora Other way of judging a cor-
pus quality is by comparing two different annota-
tions of the same sentences. These two annota-
tions can be provided by two different systems, by

7The script is named "validate.py", which can be
called from the workstation interface. The returned sen-
tences can be edited from inside it, as well. The
source code is available at: https://github.com/
UniversalDependencies/tools. Accessed on 5 jan.
2021.

8Rules can be edited from the file "validar_UD.txt".

two different human annotators or even by a gold-
standard and a system counterpart, in which case
the comparison will provide an evaluation of the
system output. Once two annotations are uploaded
to Julgamento, new methods will unlock:

• Metrics from conll18_ud_eval.py: This fea-
ture applies the evaluation metrics from the
CoNLL 2018 Shared Task (Zeman et al.,
2018) on the corpus to compare the second
annotation to the first. The metrics encompass
precision, recall and F1 of attributes such as
tokenization, sentence segmentation, lemmati-
zation, POS-tagging, the attachment of depen-
dency relations etc.9

• Sentences accuracy: This feature presents
how many sentences received exactly the
same annotation in both versions of the corpus.
Its relevance is based on a point that Manning
(2011) makes – we usually assess quality by
number of correct tokens, but a perhaps more
difficult yet realistic way of assessing quality
is by the number of totally correct sentences.

• Accuracy per morphosyntactic category:
The ”accuracy” for each part-of-speech
tag and dependency relation are described
through tables, as in Figure 7. Clicking on
any dependency head attachment percentage
will lead to a page where the user will find
sentences in which a token is attached to dif-
ferent heads when comparing both versions of
the corpus.

• Confusion matrix: CMs facilitate visualiz-
ing what are the most usual divergences in
POS tags and dependency relations. In Fig-
ure 8, the diagonal line shows the number of
tokens in which annotation both versions con-
verged, whereas numbers out of this diagonal
will show divergent analyses that could sug-
gest inconsistencies in the training data when
the alternative annotation was provided by a
model trained on the corpus. Clicking any
number will open a page listing the sentences
with the focused token in bold where the user
can judge which is the correct annotation and
edit the sentence when needed.

9More information on the original evaluation methods
can be found at: https://universaldependencies.
org/conll18/evaluation.html. Accessed on 5 jan.
2021.

https://github.com/UniversalDependencies/tools
https://github.com/UniversalDependencies/tools
https://universaldependencies.org/conll18/evaluation.html
https://universaldependencies.org/conll18/evaluation.html
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Figure 7: Accuracy for some of the dependency rela-
tions when comparing two annotations for the same cor-
pus

Figure 8: Confusion matrix portraying divergences in
POS annotation

5 Concluding remarks

In this paper we presented ET, a Workstation for
Querying, Editing and Evaluating Annotated Cor-
pora. Its aims are to facilitate linguistic research
and evaluate annotated corpora in the CoNLL-U
format, reuniting functionalities that are not new
ideas along with innovative ways of characterizing
and judging annotated corpora. Both Interrogatório
and Julgamento, integrated parts of the workstation,
are available on-line in the project GitHub page for
download and usage, as well as a live demonstra-
tion which does not need previous installation.

Although ET is not to be confused with corpus
analysis tools and corpora annotation tools alone,
the workstation can benefit from features of both
kinds of tools. In the future, thus, it is possible to
expand its functionalities so it will work as both
kinds of tools as well, increasing the range of tools
available to the user without leaving the worksta-
tion.
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