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Abstract

This paper is a description of the system that
was designed by team ”professionals” for the
task Offensive Language Identification in Dra-
vidian Languages-EACL 2021. Our system
Dravidian Offensive Language Identifier Clas-
sifier (DrOLIC) uses Indic-BERT to generate
word embeddings which is then fed into a 4-
layer Multi Layer Perceptron (MLP) which
does the multi-class classification task. The
system helped us achieve an F1 score of 85%
in the shared task for the Malayalam lan-
guage.1

1 Introduction

Offensive language identification is a very popu-
lar multi-class classification research problem in
NLP. A proper solution to the research problem
could give the world ways and means to identify
and restrict offensive content on the internet, espe-
cially on public platforms and social media. The
rising demand for a system to identify offensive lan-
guage on social media and in multiple languages is
a testimony to the relevance of the Offensive Lan-
guage Identification in Dravidian Languages task
(Chakravarthi et al., 2021).

Dravidian languages are spoken in South Asia,
especially in the Indian subcontinent and are a fam-
ily of multiple languages including Tamil, Malay-
alam and Kannada, and more. Research on NLP
in Indian languages was largely focused on Hindi
which is spoken by a large section of people in
India. Dravidian languages have now recently
started getting attention from the research com-
munity which is viewed as a positive change.

In this work, we propose Dravidian Offensive
Language Identifier Classifier (DrOLIC), a 4-
layered Multi Layer Perceptron (MLP) to do the

∗Indicates equal contribution
1Link to code: https://github.com/

snath99920/Professionals-EACL-2021

multi-class classification task of identifying offen-
sive language for the Malayalam language. The
reason for choosing a simple MLP over more com-
plex neural networks was because of the simplicity
that we see in an MLP. Our initial experimentation
with MLP gave us pretty good results which were
much better than what we were initially expecting
out of a simple system like a Multi Layer Percep-
tron. This made us want to stick to the system and
explore how well it would perform under different
conditions.

2 Related Work

A lot of work has been put into identification of
offensive language task in recent years with an
aim to enable machines and platforms to automati-
cally filter content, especially in social media plat-
forms. SemEval Task-6 (Zampieri et al., 2019) is
a notable shared task done in this direction where
participants identified and categorized offensive
language in social media. The dataset contained
over 14,000 tweets in English and was divided into
three sub-tasks. The sub-task A required partici-
pants to identify offensive language while sub-task
B was an automatic categorization and sub-task
C required participants to identify the offense tar-
get. The top teams experimented extensively with
LSTM (Hochreiter and Schmidhuber, 1997), pre-
trained BERT (Devlin et al., 2018) models, pre-
trained GloVe vectors (Pennington et al., 2014) to
achieve the results.

With the evolution of technology it has been
made possible to prepare and circulate content in
different languages and recent years have seen a lot
of importance being given to Indian languages. The
availability of content in Indian languages brought
in a need to expand the task of offensive language
identification into Indian languages. This resulted
in much work being done in the domain, but we can
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see most work clearly leaning towards Hindi and a
few other languages spoken mostly in the Northern
and Central parts of India. One such work does
an interesting comparative study of offensive and
aggressive language in Hindi, Bangla and English
(Kumar et al., 2021). They have used SVM, BERT
and its derivatives like ALBERT (Lan et al., 2019)
and DistilBERT (Sanh et al., 2019) to develop the
classifiers. The performance of the classifiers were
judged based on F1 score where they managed to
achieve an F1 score as high as 0.80 using BERT.

HASOC (Hate Speech and Offensive Content
identification in Indo-European Languages) track
at FIRE 2019 (Mandl et al., 2019) and Fire 2020
(Mandl et al., 2020) is another such interesting ini-
tiative. The HASOC dataset was prepared from
publicly available posts from Twitter Facebook and
allows the participants to develop supervised mod-
els. The limitation to this task again lies in the fact
that the task and the dataset are specific to three
languages: English, Hindi and German.

3 System Description

We approach the problem as a multi-class classifi-
cation of embeddings and for this we present the
DrOLIC architecture as depicted in figure 1. For
every comment represented as an indic-BERT em-
bedding, we pass it through a series of dense layers
with ReLU activation to learn the representations.
In order to make the layers do the learning more in-
dependently and avoid overfitting of the model, we
introduce batch normalization and dropout layers
respectively. To do the classification we introduce
a dense softmax layer to output class probabilities.

4 Data and Experiments

4.1 Dataset

The data (Chakravarthi et al., 2021) (Chakravarthi
et al., 2020a) (Chakravarthi et al., 2020b) (Hande
et al., 2020) that was made available by the orga-
nizers of the task consisted of English-Malayalam
code-mixed text. The data was prepared by collect-
ing comments appearing on the trailers of various
Malayalam movies on YouTube. The data was
present in the form of a CSV file with the sentences
belonging to the classes ”Not offensive”, ”Offen-
sive targeted insult group”, ”Offensive targeted in-
sult individual”, ”Offensive untargeted” and ”Not
Malayalam”. As one can see in figures 2, the train-
ing set has a noticeable class imbalance with most

Figure 1: Overview of our method.

Figure 2: Visualization of train data.

of the sentences belonging to the ”Not offensive”
class.

4.2 Data Preprocessing

The sentences in the dataset are code-mixed in
Malayalam-English. We first transliterated the
code-mixed sentences to English with the help of
indic transliterator (Bhat et al., 2015). The sen-
tences were then processed to remove hashtags,
emojis and other unrecognised symbols. Now, out
of these processed sentences, those whose length
had significantly reduced (we kept the threshold as
4 words) were removed from the train and valida-
tion sets.
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Figure 3: Visualization of validation data.

4.3 Generating Word Embeddings using
Indic-BERT

IndicBERT (Kunchukuttan et al., 2020) (Kakwani
et al., 2020), a multilingual NLU model that was
pretrained on 12 Indian languages and evaluated
on IndicGLUE. IndicBERT can be used for some
of the most popularly spoken Dravidian languages
including Malayalam, Tamil, Kannada, Telugu, etc.
Notably, the model used here is ALBERT, a much
more compact version of BERT with fewer param-
eters making it much more convenient to use.

For a comment X, we extract embeddings using
indicBERT to get a 768 sized vector which is then
used for training the MLP.

4.4 Model

We used a 4-layer Multi Layer Perceptron (MLP)
to do the classification. The dimension and con-
figuration of each layer of the model can be seen
in table 1. We have 3 dense layers with ReLU ac-
tivation followed by Batch Normalization layers
to help the layers learn more independently. We
add a dropout of 0.2 to two of the layers to reduce
overfitting. At the end we have a dense layer with
softmax activation to output the class probabilities.
Our model has a total of 470,789 parameters out of
which 469,381 are learnable.

4.5 Training

We first perform min-max scaling on the gener-
ated embedding vectors to not let any bias due to
huge/small values propagate further into the net-
work. The class labels are one hot encoded to make
it suitable for the loss function. A random stratified
split of 0.1 is done on the training data to get a vali-
dation set for our model. We don’t use the original
validation set provided for training in any way. It

layer input
size

output
size

activation parameters

dense1 768 512 relu 393728
BN1 512 512 − 2048
dense2 512 128 relu 65664
BN2 128 128 − 512
dropout1 128 128 − 0
dense3 128 64 relu 8256
BN3 64 64 − 256
dropout2 64 64 − 0
dense4 64 5 softmax 325

Table 1: The detailed architecture of our model used
for the multiclass classification of embeddings.

was only used to check our model’s performance
before submitting the final results.

As mentioned earlier, there was a huge class im-
balance in the data provided. To not let this affect
our model, we kept only 300 samples from the class
with the highest samples in the validation set and
transferred them to the the training set. The final
training and validation set distribution are shown
in figures 2 and 3 respectively.

The model is trained using Adam optimizer with
a learning rate of 1e − 5 and a decay of 1e − 4
for 100 epochs. The learning rate was modified
according to the following rule:

lri =
initialLR

1 + decay ∗ i
(1)

where lri is the learning rate at the ith iteration,
initialLR is the initial learning rate, decay is the
decay factor and i is the iteration number.

We use the categorical cross-entropy loss for
evaluating how good our method is. The model
computes categorical cross-entropy loss L between
the predicted class probabilities and the correct
class for the sample, as given below:

L(y, ȳ) =
∑

yi.log(ȳi) (2)

where yi is the ith value in the model output y
and ȳi is the ith value in the target ȳ.

4.6 Evaluation Metric

The organisers of the shared task used weighted
average F1 score for getting an overall quality for
the classification, so we used the same metric to
seek a balance between precision and recall.

F1 = 2 ∗ Precision ∗Recall

Precision + Recall
(3)
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Figure 4: Loss

Figure 5: Accuracy

So the weighted F1 score is:

F̃1 =
n∑

i=1

pixi (4)

where pi is the class probability for class i and n is
the total number of classes.

5 Results and Analysis

The results of our method stands at 85% in the con-
test for the Malayalam language, but we have fine
tuned our model since then and the latest results
are reported here. The original test set was used for
evaluation. The loss and accuracy curves for the
training can be seen in figures 4 and 5 respectively.
We noticed that MLP stops learning after some
epochs, which is bound to happen because MLP’s
don’t take care of vanishing gradients unlike for eg.
LSTM.

Sr. No. Model Precision Recall F1
1. MLP + Pr 0.90 0.87 0.88
2. MLPw/oPr 0.88 0.83 0.85

Table 2: The model descriptions and the results ar-
ranged in descending order of test F1 score. Here Pr
stands for preprocessing.

From table 2 we can see the importance of text
processing. Without preprocessing we get a F1
score of 85%, but on preprocessing the text we get
a F1 score of 88%.

6 Conclusion

This shared task is one of the first in the area of
offensive language identification in Dravidian lan-
guages. With the advent of a need for localization
of the internet by introducing content in multiple
languages, this shared task is a positive step.

The most interesting aspect of our work lies in
the fact that we have used a simple 4-layered MLP
to train the multi-class classifier. While keeping
the system, we managed to get an F1 score as high
as 0.85 and achieve a shared 11th position in the
shared task. The sentences in the dataset were rep-
resented as IndicBERT embeddings. The use of
IndicBERT gives us an added advantage by letting
us use the same setup for around 12 popularly spo-
ken Indian languages. To overcome the challenges
of using a codemixed dataset, we transliterated the
sentences into Malayalam before generating the
IndicBERT embeddings. The system proposed by
us can be further improved especially because, like
we have mentioned earlier, this is a very simple
setup. The first step that can be taken is replacing
the MLP with an LSTM or an SVM which could
give a significantly better result.
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