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Abstract

We introduce a large set of Hebrew lexicons
pertaining to psychological aspects. These lex-
icons are useful for various psychology ap-
plications such as detecting emotional state,
well being, relationship quality in conversa-
tion, identifying topics (e.g., family, work)
and many more. We discuss the challenges
in creating and validating lexicons in a new
language, and highlight our methodological
considerations in the data-driven lexicon con-
struction process. Most of the lexicons are
publicly available, which will facilitate fur-
ther research on Hebrew clinical psychology
text analysis. The lexicons were developed
through data driven means, and verified by do-
main experts, clinical psychologists and psy-
chology students, in a process of reconciliation
with three judges. Development and verifica-
tion relied on a dataset of a total of 872 psy-
chotherapy session transcripts. We describe
the construction process of each collection, the
final resource and initial results of research
studies employing this resource.

1 Introduction

A lexicon is the vocabulary of a domain of knowl-
edge, and can be a valuable tool in the analysis of
many psychological tasks. For example, in detect-
ing clients’ mental states, emotions and symptoms
(Guntuku et al., 2017; Trotzek et al., 2018).

Lexicons are especially advantageous when data
is scarce. Often in psychotherapy research, few
samples are available in clinical trials, and confi-
dentiality limits sharing of data. Scarcity of data is
particularly challenging in less common languages
like Hebrew. Recent data-hungry models are not
practical in such cases where data is small, while
other approaches, applying the use of lexicons, are
more effective for predictive abilities. Moreover,
lexicons can be shared across studies and serve as
clinical markers (e.g., Al-Mosaiwi and Johnstone,
2018).

Additionally, through their simplicity, lexicons
enable easy interpretation of results. They can be
elaborate for indicating psychological states within
text, e.g., in accordance to the frequency of spec-
ified terms within a passage (Tausczik and Pen-
nebaker, 2010).

Lexicons are widely used in research and indus-
try due to their proven effectiveness and ease of
use. There are several psycho-linguistic lexicons,
amongst them the Linguistic Inquiry and Word
Count (LIWC) (Pennebaker et al., 2015), Vader-
lexicon (Hutto and Gilbert, 2014), NRC-Sentiment-
Emotion-Lexicon (Mohammad and Turney, 2013),
MRC (Coltheart, 1981), and DLATK (Schwartz
et al., 2017), however no valid psycho-linguistic
lexicon for Hebrew exists. 1

Several approaches are generally employed for
developing lexicons. One prevalent method in-
volves judging collected words with domain ex-
perts (Pennebaker et al., 2015) or with crowd-
sourcing (Tanana et al., 2016). There are also vari-
ous methods for translating existing lexicons from
other languages (e.g., triangulation-based, machine
translation and then manual fine-tuning). However
lexicon translation tends to be impractical since
direct translation leads to incomplete or wrong re-
sults (Massó et al., 2013) . In particular, the He-
brew language poses many word-level translation
obstacles due to its morphologically-rich form and
ambiguous orthography (as outlined in Section 2).

We describe the development of a collection of
Hebrew psychological lexicons that were created
between the years 2018 and 2021. We utilize a base
dataset of 872 psychotherapy sessions, described in
Section 3, to either validate or extract words for the
lexicons. The first set of lexicon collections (Sec-
tion 4) are devised by domain experts, and verified
using the base dataset. The word lists in the second
set (Section 5) are fully automatically generated

1A large collection of Hebrew NLP resources are available
at https://github.com/NLPH/NLPH.

https://github.com/NLPH/NLPH
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Expert Knowledge Based Lexicons Data-Driven Lists Expert Knowledge + Automatic Methods
Supervised Unsupervised Translation Expansion

Collection
name

Valence
(Positive-Negative) Emotional Variety Paralinguistics Depressive

Characteristics Well-Being Conversation
Topics

Hebrew
LIWC

Extended
Emotional Variety

Number of
lexicons/lists 2 42 11 14 2 200

∼40
out of 125

44

Total number
of words 200 7313 154 194 40 4000

under
construction

under
construction

Coverage 2000 most frequent
word types in dataset

5000 most frequent
word types in dataset

31,067 tokens
1022 word types

several hundred most
important word types

139 non-clinical sessions
38 clinical sessions

the whole dataset
∼5 million tokens

- -

Verified by
at least three

domain experts
yes yes yes yes - - yes

under
construction

Initial research
use case yes work in progress yes yes -

yes
data-dependent

- -

Freely
available yes yes yes yes yes yes

internal
use only

will be released

Table 1: A summary of the presented lexicons and word lists.

based on the dataset, and mainly serve for textual
analysis of psychotherapy sessions. Section 6 com-
bines domain experts and automatic methods for
the preparation of lexicons. For each of the lexicon
collections and methods, we provide a use-case
in the clinical psychotherapy domain, illustrating
their usefulness and effectiveness. See Table 1 for
a description and statistics on the lexicons.

While many of the lexicon types described
are common in the psychology domain, we ad-
ditionally introduce two new lexicon types. The
first is an emotional-variety lexicon type with
complementary-emotions, i.e., each emotion lexi-
con has a complementing-emotion lexicon, valu-
able for reducing noise when analyzing emotion.
The second type is for paralinguistic categorization,
which enables the classification of different non-
verbal vocal behavioral events within psychother-
apy sessions.

Most of the lexicons freely available,2 which
will facilitate further research on Hebrew clinical
psychology text analysis. The methods described
may also aid in the establishment of additional
lexicons in Hebrew and in other languages.

2 Challenges with Lexicon Translation

While methods for translating existing lexicons
from other languages have been exploited before,
lexicon translation yields wrong categorization of
words (Massó et al., 2013). This is particularly
the case when involving morphologically rich lan-
guages, and is also due to word ambiguity and
cultural influence on languages.

In Hebrew, like in other Semitic (e.g., Ara-
bic) and Indo-European languages (e.g., Spanish,
Dutch), there are inflections and verb conjugations

2https://github.com/natalieShapira/
HebrewPsychologicalLexicons. As LIWC is com-
mercial, we cannot publicly release the translated lexicons
described in Section 6.1

that have no direct conversion in English. Van Wis-
sen and Boot (2017) address the problem by con-
verting each word in a lexicon to its lemma (i.e.,
canonical form) and then using an existing list to
expand to the various linguistic conjugations. In
Hebrew it is possible to retrieve all the different
inflections and verb conjugations for many words
using specialized linguistic lexicons, such as the
MILA lexicon (Itai and Wintner, 2008).3 Even so,
it is not always the case that all forms of a word
should be included in the same lexicon. For exam-
ple, in the emotion variety lexicon collection (Sec-
tion 4.2), the word רגוע! ‘ragua’ (relaxed) appears
in the not-nervous lexicon and תרגיע! ‘targia’ (calm
down) appears in the not-guilty lexicon, sharing
the same root form but having different semantic
emotional classification.

In addition, there may be situations of ambi-
guity in which words with completely different
meanings are mapped to the same lemma, e.g.,
the words (1) חימה! ‘chema’ (anger) and חמה!
‘chama’ (sun) have the same orthographic lemma
;חמה! (2) עדשות! ‘adashot’ (contact lenses) and
!Mעדשי ‘adashim’ (lentils) have the same ortho-
graphic lemma עדשה! ‘adasha’, thus adding noise
to the directly-translated lexicon.

Furthermore, when expanding a lexicon around
a word, ignoring diacritics often yields ambiguous
forms. For example, while the word אחלה! ‘achla’
(cool) is in the positive emotion lexicon (Section
4.1), without diacritics the optional base forms are
איחל! ‘ichel’ (wish), חילה! ‘chila’ (to make ill),
אחלה! ‘achla’ (cool) and חלה! ‘chala’ (to become
ill), having different emotional polarity. Then, each
of these words is also expanded with all their in-
flections, e.g., חליתי! ‘chaliti’ (I became ill), adding
up to hundreds of words to the wrong lexicon.

3We use the BGU-version of the lexicon, which is bundled
with the YAP Hebrew parser (More and Tsarfaty, 2016) as the
file bgulex.utf8.hr.

https://github.com/natalieShapira/HebrewPsychologicalLexicons
https://github.com/natalieShapira/HebrewPsychologicalLexicons
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Another problem is that there are lexicon types
whose translation is not straightforward. For ex-
ample, the I words lexicon in LIWC is a small set
of 12 distinct words (e.g., I, me, mine) (Tausczik
and Pennebaker, 2010) and can be used to count
the frequency of all the occurrences of first-person
mentions in a given text passage in English. How-
ever, Hebrew’s morphological system preclude
such word-counting method for seeking “I words”
in the text passage, as the first-person status is of-
ten realized morphologically, and may appear on
many word forms. Hebrew words follow a complex
morphological structure, with both derivational
and inflectional elements, that can encode gen-
der, number, tense, person, possessive and noun-
compounding. For example, אהבתי! ‘ahavti’ (I
loved), אוהב! ‘ohav’ (I will love), אוהבת! ‘ohevet’ (I-
feminine love/she loves), אהובי! ‘ahuvi’ (my love),
Therefore, preprocessing of syntactic and morpho-
logical parsing is a critical phase for extracting
the relevant details (e.g., the first person singular
counts).

Lastly, the ambiguous interpretation in different
languages makes out-of-context translation impos-
sible. For example, the word ‘dear’ will be trans-
lated in Hebrew to the word יקר! ‘yakar’ , but יקר!
‘yakar’ also means ‘expensive’. While ‘dear’ in
LIWC is a word with positive polarity, ‘expensive’
is not. We cannot assume that if a resource is valid
in language A, then its translation into language B
will necessarily give us a valid resource in language
B.

Relatedly, language is strongly culturally influ-
enced, and a word may be categorized differently
across languages and cultural context in terms of
human psychology, especially around emotion or
sentiment (Wierzbicka, 1985). For example, the
color green, will refer to jealousy and envy in some
cultures: “green-eyed monster” was first used by
William Shakespeare about jealousy. There are
proverbs in Hebrew that associate envy to the green
color: “green with envy”. In addition, in Hebrew
ירוק! (‘yarok’ green) can be used as a mockery
of a person with no experience in his or her field,
like an unripe fruit, especially used in the military
context—a recruit. In contrast, green serves as a
religious/sacred symbol in Islam as Muhammad’s
favorite color. (See also cultural differences in a
study that examined the relationship between col-
ors and emotions by Hupka et al., 1997.)

3 Base Dataset Description

All our lexicons rely on a dataset4 of a total of
872 psychotherapy session transcripts from 74 dif-
ferent client-therapist dyads (pairs) consisting of
a total of about 5 million tokens—100 thousand
word types (unique words). All sessions are la-
beled with psychological analysis information that
assists in generating a lexicon and/or verifying one.
We infer relevant session-level labels from ques-
tionnaires filled by the participants at each session:
(1) clients self-reported their well-being, measured
using the ORS questionnaire (Miller et al., 2003),
which is considered to be an indicator for progress
in treatment; (2) therapists and clients reported on
interpersonal relational events that occurred dur-
ing a session, corresponding to tensions or break-
downs in their collaborative relationship (alliance
ruptures), measured by the PSQ questionnaire (Mu-
ran et al., 2004); (3) therapists and clients reported
emotional states measured by the POMS question-
naire (McNair, 1992).

4 Lexicons Based on Expert Knowledge

The approach employed for creating the following
lexicons is inspired by that of Pennebaker et al.
(2015), specifically via a three-judge (domain ex-
perts) reconciliation procedure for admitting words
into a lexicon.

4.1 Valence (Positive and Negative)

A fundamental aspect to consider in psychological
analysis is detecting positive and negative emotion.
With regards to clinical text analysis, words identi-
fied as emotionally positive or negative have been
shown to correlate to clinical conditions (Morales
et al., 2017).

To create the positive and negative emotion lexi-
cons, we collected the 2000 most frequent words
(including stop words) from our base data as can-
didates. We found that these 2000 most frequent
words cover 86% of all tokens in all transcripts.
Three judges independently rated whether each
word should be categorized as generally having
a positive and/or negative emotion, after which a
reconciliation process was conducted to resolve
conflicting decisions. Initial Fleiss’ Kappa (Fleiss,
1971) for interrater agreement was 0.54 (moderate

4See the appendix for more details about the participants,
demographics information, treatment, transcriptions, question-
naires and ethical concerns.
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agreement) and the final was 0.95, indicating al-
most perfect agreement (Landis and Koch, 1977).
The main changes following the reconciliation pro-
cess was (1) the addition of words with low polar-
ity/confidence e.g., the word אבל! ‘aval’ (but) was
added in the second phase to the negative list; (2)
the correction of errors and mistakes e.g., the word
אוקי! ‘okay’ (OK), was included in the positive list
while the word אוקיי! which is the same meaning
‘okay’ (OK), was not included; (3) better agree-
ment on ‘mixed emotion words’ that evoked both
positive and negative emotions (8.7% e.g., mother,
feeling, power) compared to words evoking any
emotion (73% e.g., also, like, type). There were no
words with hard disagreement, i.e., where at least
one of the judges marked the word as positive only
and another judge marked it as negative only. In
total, the lexicons contain 200 positive and nega-
tive emotion word types. To avoid ambiguities and
encourage uniformity between future studies, we
released only one version of lexicons (majority of
two judges excluding mixed emotion words).5

Based on the two lexicons, we calculated the
number of positive and negative emotion words
within each session transcript (an hour of conver-
sation) in the dataset. On average, there were 185
positive emotion words and 327 negative emotion
words per session. 15% of the all tokens in the
transcripts were emotion words.

Usage In one study conducted in our lab, we
found correlations between a client’s and thera-
pist’s positive/negative emotion words and client’s
and therapist’s positive/negative emotions as re-
ported in the POMS questionnaire. In another
study, that uses our positive-negative emotion lexi-
cons, Shapira et al. (2020) examined the relation-
ship between the number of emotion words spoken
in a session and the client’s self-reported question-
naire regarding her well-being. The findings are
consistent with the literature and in line with theo-
retical views highlighting the role of positive emo-
tions and negative emotions and the association to
well-being (e.g., Blatt (1995); Shahar et al. (2020);
Morales et al. (2017)). Finally, Juravski (2020) also
shows a correlation between the use of positive and
negative emotion lexicons to predicted emojis by a
pretrained model based on Twitter data,6 contribut-

5Other versions (e.g. consensual words, words with low
polarity, mixed emotions words) can be obtained upon request.

6https://hub.docker.com/r/
danieljuravski/hemoji

Figure 1: 2D-Projection of emotion word embeddings.

ing to the mutual validation of the tools. The above
studies show that positive and negative emotion
lexicons can be leveraged for automatic detection
of emotional state and well-being within texts.

4.2 Emotional Variety

A great and diverse variety of emotional states exist,
and in this section we describe the process of devel-
oping lexicons that relate to this variety. Our mo-
tive for developing these emotional lexicons stems
from a basic notion in psychotherapy research: the
ability to be in touch with emotional experiences,
to portray them in words and to give them meaning,
as a result of treatment, has been found to effec-
tively predict improvement in mental well-being.
This is consistent across various therapeutic mod-
els and types of mental disorders (Greenberg et al.,
2012).

The development of the emotion lexicon was
carried out in several stages. We first compiled a
list of emotions on the basis of the POMS emo-
tion questionnaire (see Appendix A.2.2), Robert
plutchik’s “wheel of emotions” (Plutchik, 2000)
and those described by Ong et al. (2018). The list
includes: enthusiastic, amused, proud, interested,
calm, sad, ashamed, guilty, hostile, nervous, anger,
contentment, anxiety, vigor, joy, disgust, surprise,
trust, anticipation, confusion, fatigue.

For each emotion we created another cate-
gory that is the complement of that emotion (e.g.
not_sad as the complement of sad), hence resulting
in a total of 42 categories.

The main purpose for categorizing complement-
ing emotions is to enable more precise word cat-
egorization when requiring emotional analysis of

https://hub.docker.com/r/danieljuravski/hemoji
https://hub.docker.com/r/danieljuravski/hemoji
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text. An additional important motive is the long-
term thought for allowing automatic expansion of
these lexicon seeds (Section 6.2) using semantic-
based methods.7 Having a complementing-emotion
word list can assist in the expansion process of
the corresponding emotion lexicon by providing
indicators for what might not categorize to that
emotion. Figure 1 shows the projection of a list
of positive and negative (complementing) emotion
word embeddings.8 While most words indeed sep-
arate to two different clusters, the clusters intersect
considerably. This illustrates that it is not enough
to assume that words will semantically cluster to-
gether by their emotional category. Having an emo-
tion’s complementary lexicon can be advantageous
for finding new words for that emotion.9 To the
best pf our knowledge, we are the first to propose
complementary-emotion lexicons.

In the second stage of the lexicons’ development,
19 advanced undergraduate psychology students
were given the list of emotional categories and were
asked to suggest at least five appropriate words for
each. Words could be produced either associatively
or through active search (e.g., by using an online
Hebrew thesaurus 10). We additionally conducted
a similar classification annotation procedure as de-
scribed in Section 4.1, whereas in this case the 5000
most frequent words, covering 90% of all tokens
in all transcripts, were tagged with one of the 28
emotion categories (not every word evoked an emo-
tion). These were merged with the freely-suggested
words from above.

The final collection of emotional variety lexicon
seeds consists of a total of 7313 emotion words.
The percentages of judges’ agreement for the rat-
ing phase ranged from 98% to 100% agreement.
This lexicon collection is available as a ready-to-
use version. An expanded version of this lexicon
is currently in the works (with the algorithm men-
tioned above, in Appendix A.3).

7Such as with the word-similarity package, pretrained
on Hebrew Twitter word embeddings. https://github.
com/Ronshm/hebrew-word2vec

8Using the Tensorflow Embedding Projector tool. https:
//projector.tensorflow.org

9See Appendix A.3 for a potential algorithm that could be
used to expand emotion lexicons, using the complementing
lexicon.

10such as https://synonyms.reverso.net/
synonym/he/

Figure 2: An example of paralinguistic event annota-
tions (in italics) within the transcription, described in
free text by the transcriber.

4.3 Paralinguistics Events

Paralinguistic events refer to non-verbal vocal el-
ements of interpersonal language communication
that accompany the verbal message. This com-
ponent of communication may change meaning,
create nuance or convey emotion, through the use
of various techniques such as pitch and volume,
weight, intonation, silences, laughter, etc. (Valstar
et al., 2013), and may be expressed consciously
or unconsciously (Harris and Rubinstein, 1975) by
participants. Sometimes these elements are consid-
ered aphonemic, i.e., they cannot even be spelled
out (Trager, 1961). All of these phenomena are
inherent in the speech sequence, and are often pro-
cessed as words in automatic speech processing –
a high tone in speech as an indication of anxiety or
a breathy voice as an indication of attractiveness –
are already processed into the voice message.

Paralinguistic elements are of great importance
in the therapeutic context. To date, much credible
evidence has accumulated in research that confirms
that characteristics of voice significantly influence
the formation and development of the therapeu-
tic relationship (Sikorski, 2012). In the clinical
setting, paralinguistic communication is of fun-
damental importance to therapist-client dynamics.
For example, through unconscious perception of
change in the client’s paralinguistic events, the ther-
apist (while noticing the overt meaning conveyed
through semantic channels) can adjust his or her
own paralinguistics, and with a good understanding
of the client’s inner state, he or she can encourage
expansion of the client’s awareness (Rocco et al.,
2013). Moreover, a strong association between vo-
cal characteristics and certain psychopathological
states has been documented, e.g., depression ac-
companied by slow, long, and intertwined speech
in breaks (Ellgring and Scherer, 1996).

The paralinguistic events were labeled (as com-
ments) in our transcripts dataset by the transcribers
as free text (see examples in Figure 2). A total of
31,067 tokens occur in the transcriber comments,
of which 2147 are unique and 1022 appear at least
twice. The most frequent tokens are: “laughing”

https://github.com/Ronshm/hebrew-word2vec
https://github.com/Ronshm/hebrew-word2vec
https://projector.tensorflow.org
https://projector.tensorflow.org
https://synonyms.reverso.net/synonym/he/
https://synonyms.reverso.net/synonym/he/
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Figure 3: Paralinguistic categories (lexicons) and ex-
amples of words within them.

(feminine singular) at a frequency of 22%, “laugh-
ing” (masculine singular) at 5.3%, “tut-tut” (3.5%),
“sigh” (2.5%), “laugh” (feminine plural; 2.3%),
“giggle” (feminine singular; 1.8%), “of” (1.2%),
“tongue” (1.2%), “cry” (referred to in masculine
and feminine alike; 1.2%), “the therapist” (1%),
“chuckle” (1%), “coughing” (1%), etc.

An NLP researcher, a clinical psychologist and
two interning therapists went over the labels and
their frequencies together and characterized 11 cat-
egories of paralinguistic events that are meaningful
in psychological treatment: low tone, high tone,
imitation tone, crying, smirk, tut-tut, sigh, body-
related, humming, joy, and sarcasm. Then, each
of the labels was classified into these categories
(classification was trivial with 100% agreement,
see Figure 3).

An initial study we conducted found strong cor-
relations between paralinguistic events to postive
and negative emotion words within psychotherapy
sessions, e.g., strong positive correlation (r=0.823,
p <0.001) between joy paralinguistic events and
positive emotion words within the therapist’s text.

4.4 Depressive Characteristics

Depression is one of the most common mental dis-
orders. In 2017, it was estimated that more than
300 million people worldwide (4.4% of the global
population) were suffering of depression (WHO
et al., 2017). Many studies have examined the rela-
tionship between depression and language (Trotzek
et al., 2018; Yates et al., 2017; ODea et al., 2018;
Ramirez-Esparza et al., 2008; Rude et al., 2004;
Holtzman et al., 2017; Al-Mosaiwi and Johnstone,
2018; Ophir et al., 2020; Fineberg et al., 2016;
Tackman et al., 2019; Guntuku et al., 2017; Morales
et al., 2017; Tausczik and Pennebaker, 2010).

Referring to textual characteristics found in the
above-mentioned literature, an NLP researcher and

Figure 4: Linguistic characteristics of depressive texts,
grouped by characteristic categories. We created lexi-
cons for 14 of these characteristics.

an interning therapist examined the sessions in the
base dataset, and prepared a list of categories char-
acterising depressive behavior, each category con-
taining a list of characteristics. See Figure 4 for
these characteristics.

Then, characteristic words were compiled in the
following manner. A Random Forest classifier
(Liaw and Wiener, 2002) was trained on all the
clients’ texts from the base data sessions, to predict
the sadness-level label of a given text, as found
in the POMS questionnaire of the corresponding
session. A text was input to the classifier as a bag-
of-words vector. Once the training completed, a
few hundred of the most important features (words)
were extracted from the trained classifier. These
words were then categorized manually into 14 of
the depressive characteristics, forming 14 new lexi-
cons. One of these lexicons, for example, is called
tentativeness (see under “Absoluteness spectrum”
category in Figure 4), and consists of words such
as כנראה! (probably), אולי! (maybe), and !Nיתכ (per-
haps). These word categorizations were then ap-
proved by two additional interning therapists.

5 Data-driven Word Lists

We next describe data-driven methods, applied on
our base dataset, that extract lists of words for pur-
poses of psychotherapetic analysis of session tran-
scripts.

5.1 Well-Being
A potentially useful feature for automatically identi-
fying outcome, i.e., improvement over psychother-
apy treatment, is the client’s well-being throughout
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Figure 5: Data-driven lists of words characterizing
clients in non-clinical condition versus clinical condi-
tion.

the treatment. A collection of lexicons correlative
to level of well-being (ranging from clinical, worst,
to non-clinical condition, best) may assist in recog-
nizing such patterns in treatment.

To extract data-driven lists of words that charac-
terize client well-being, we followed the Marker
Approach (Mergenthaler, 1996; Buchheim and
Mergenthaler, 2000). First, the client texts from
the base data sessions with the worst (0-8, clini-
cal condition) and best (32-40, non-clinical condi-
tion) ORS questionnaire well-being scores were ex-
tracted. A total of 38 clinical and 139 non-clinical
sessions were found in the data. Next, vocabularies
were identified (Fertuck et al., 2012) for each of the
two “worst” and “best” corpora in reference to each
other. That is, words that are significantly more fre-
quent in one text versus the other are marked. The
top 20 words from each group was included in the
final lexicons (see Figure 5). This set of lexicons
did not go through an evaluation process yet.

Note that the emerging clinical condition lexicon
includes words of first-person singular (FPS) form,
which is consistent with the literature that finds
an association between increased verbal use of the
first-person and higher levels of distress (Tackman
et al., 2019; Guntuku et al., 2017; Morales et al.,
2017; Tausczik and Pennebaker, 2010). Moreover,
this is in line with the theoretical literature that
highlights the dominant role of self-focus and self-
criticism in maintaining and intensifying individu-
als’ negative affect, which in turn leads to increased
symptoms of distress (Beck, 1967; Blatt, 1995;
Pyszczynski and Greenberg, 1987; Shahar et al.,
2020). Meanwhile, the non-clinical condition lexi-
con includes words of third-person singular (TPS),
which might indicate a correlation to a healthier
condition of well-being and speaking about others.

5.2 Conversation Topics in Psychotherapy

Therapists are driven to find methods for improving
the quality of psychotherapy sessions, for example,
by understanding whether the themes about which
they converse with their clients influence the result-

Figure 6: A sample of topics.

ing outcome of the treatment. Hence, we wish to
explore the topics within the sessions, and examine
what words are characteristic of those topics.

We applied Latent Dirichlet Allocation (LDA;
Blei et al. (2003)) on the transcripts data to detect
clusters of words, occurring similarly within the
psychotherapy sessions. This resulted in a set of
200 topics and their probability of appearing in the
data (signifying how much weight they have in the
psychotherapy data), with each topic containing a
list of 20 words. Figure 6 shows a few examples of
topics and their words, as generated from the data.

We find, for example, that topics 72, 15, 152, and
171 describe “celebration”, “leisure experience”,
“enjoyment”, and “choice”, which intuitively seem
to be related to positive experiences and to high
functioning. On the other hand, topics such as 81,
199, 166, and 61 seem to be about “loneliness”,
“suffering”, “physical difficulties”, and “anger”,
which intuitively seem related to negative expe-
riences and to low functioning.

We explored which topics (clusters) best identi-
fied clients’ well-being and alliance ruptures (see
Appendices A.2.1, A.2.4) and whether changes in
these topics were associated with changes in out-
come. A sparse multinomial logistic regression
model was run to predict which topics best identi-
fied clients’ functioning levels, and the occurrence
of alliance ruptures in the sessions. Additionally,
multi-level growth models were used to explore the
associations between changes in topics and changes
in outcome. The model identified the ruptures and
outcome labels above chance (65%-75% accuracy).
Change trajectories in topics were associated with
change trajectories in outcome. The first four topics
best correlated to a negative outcome. The results
suggest that topic models can exploit rich linguis-
tic data within sessions to identify psychotherapy
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process and outcomes. For the detailed study see
Atzil-Slonim et al. (2021).

It is important to note that the purpose of this
section is to show a method for topic modeling, and
not to produce topical-word lexicons for general
use. The method should be reproduced on the data
for which the analysis is required.

6 Lexicons Based on Expert Knowledge
and Automatic Methods

This section describes lexicons that are automati-
cally converted or expanded from existing expert-
based lexicons.

6.1 Hebrew Translation for LIWC

Linguistic Inquiry and Word Count (LIWC) (Pen-
nebaker et al., 2015) is the most famous lexicon
collection in the field of psychological text analysis
(tens of thousands of citations). LIWC contains
120 lexicons and has been incorporated in many re-
search studies. A Hebrew translation of some of the
LIWC lexicons, when possible, would contribute
to aligned cross-lingual research. As LIWC is com-
mercial, we cannot publicly release the translated
lexicons described here, however the translation
procedure we follow may be useful for other re-
searchers seeking to translate certain lexicons.

Some of the categories are difficult or even im-
possible to translate into Hebrew. For example, the
articles lexicon (e.g., “a”, “an”, “the”, etc.) has no
Hebrew equivalent,11 nor does the I words lexicon
(as explained in Section 2).

For lexicons that an equivalent can be produced
(e.g. family, work, etc.), we suggest the translation
process as follows: an LIWC lexicon contains a
list of prefixes of words. In the first step, expand
each prefix to all of its expanded forms using an
English dictionary12 (e.g., abandon* to: abandon,
abandoned, abandoning, abandonment etc.). This
provides a list of concrete words under each cate-
gory (lexicon) instead of prefixes. In the second
step, generate a list of optional translated words
by translating each word via the word2word pack-
age13 (Choe et al., 2019). This package provides
20 candidate translations for each word, hence each

11The indefinite articles do not exist, while the definite
article the is realized morphologically as a possibly ambiguous
prefix which is attached to the token.

12E.g., the dictionary in SpaCy (Honnibal and Montani,
2017) or NLTK (Loper and Bird, 2002).

13Bilingual lexicons for 3,564 language pairs https://
github.com/kakaobrain/word2word

Hebrew-translated lexicon is 20 times the size of
the respective English-LIWC lexicon. A total of
about 150,000 words emerged for the translated
lexicons. This number of words can be verified
in about 1,000 hours by a three-judge verification
process (estimating 500 words per judge per hour),
which we are in the process of doing.

6.2 Expansions

As future work we plan to expand expert-
knowledge-based lexicons, such as the emotional
variety lexicon (Section 4.2), using automated
methods. For example, we can automatically ex-
pand words on their inflection types, or find seman-
tically similar words with, e.g., embedding-based
expansions (for initial algorithm see Appendix A.3).
Needless to say, the products of these methods will
require expert validation procedures.

7 Limitations

The lexicons presented are based on a unique
dataset of psychotherapy session transcripts. The
language used by clients and therapists in these
sessions do not necessarily reflect the language nat-
urally occurring in other settings. Additionally, the
statistical demographics of the participants in the
utilized sessions are not fully balanced in terms of
gender, age, education and relationship status (see
Appendix A.1.1 for details). Again, this may in-
fluence the overall language observed, and in turn,
the computations performed throughout our work
in generating and verifying the lexicons.

8 Conclusion

We present a collection of novel Hebrew lexicons,
based on psychological data and domain expert
knowledge. We describe a variety of lexicon devel-
opment methods: expert-knowledge-based, data-
driven using labeled data and unsupervised learn-
ing. We address levels of reliability—agreement
between three judges (expert knowledge) versus
automatic methods that are vulnerable to noise. We
describe the importance of the lexicons for psy-
chology research, as well as initial uses cases with
results.

The lexicons are released for the benefit of
the community, contributing to psychological text-
analysis research in Hebrew and cross-lingual re-
search in general. Furthermore, we hope that the
methods described will inspire the creation of addi-
tional lexicons in Hebrew and in other languages.

https://github.com/kakaobrain/word2word
https://github.com/kakaobrain/word2word
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A Appendices

A.1 Base Dataset Description

A.1.1 Clients
The dataset was drawn as a sample from a broader
pool of clients who received individual psychother-
apy at a university training outpatient clinic, located
in a central city in Israel. Data were collected natu-
ralistically between August 2014 and August 2016
as part of the clinic’s regular practice of monitoring
clients’ progress. From an initial sample of 180
clients who provided their consent to participate in
the study, 34 (18.88%) dropped out (deciding one-
sidedly to end treatment before the planned termi-
nation date). Clients were selected from the larger
sample to match two criteria: (1) treatment duration
of at least 15 sessions, and (2) full data including
audio recordings to be used for the transcriptions
and session-by-session questionnaires available for
each client. These criteria corresponded to our ana-
lytic strategy of detecting within-client associations
between linguistic features and session processes
and outcomes. Clients were also excluded, based
on the M.I.N.I. 6.0 (Sheehan et al., 1998) if they
were diagnosed as severely disturbed, either due to
a current crisis, had severe trauma and accompany-
ing post- traumatic stress disorder, a past or present
psychotic or manic diagnosis, and/or current sub-
stance abuse. Based on these criteria we excluded
77 (42.7%) clients. Thus, of the total sample, the
data for 68 (38.33%) clients who met the above-
mentioned inclusion criteria were transcribed, for
a total of 872 transcribed sessions.

The clients were all above the age of 18
(Mage=39.06, SD=13.67, range=20–77), majority
of whom were women (58.9%). Of the clients,
53.5% had at least a bachelor’s degree, 53.5% re-
ported being single, 8.9% were in a committed
relationship, 23.2% were married and 14.2% were
divorced or widowed. Clients’ diagnoses were es-
tablished based on the Mini International Neuropsy-
chiatric Diagnostic Interview for Axis I DSM-IV
diagnoses (MINI 5.0; Sheehan et al., 1998). Of
the entire sample, 22.9% of the clients had a single
diagnosis, 20.0% had two diagnoses, and 25.7%
had three or more diagnoses. The most common
diagnoses were comorbid anxiety and affective dis-
orders14 (25.7%), followed by other comorbid dis-

14The following DSM-IV diagnoses were assessed in the
affective disorders cluster: major depressive disorder, dys-
thymia and bipolar disorder. The following DSM-IV diag-
noses were assumed in the anxiety disorders cluster: panic

orders (17.1%), anxiety disorders (14.3%), and
affective disorders (5.7%). A sizable group of
clients (31.4%) reported experiencing relationship
concerns, academic/occupational stress, or other
problems but did not meet criteria for any Axis I
diagnosis.

A.1.2 Therapists and Therapy
Clients were treated by 59 therapists in various
stages of their clinical training. Clients were as-
signed to therapists in an ecologically valid manner
based on real-world issues, such as therapist avail-
ability and caseload. Most therapists treated one
client each (47 therapists), but some (10) treated
two clients and (2) more. Each therapist received
one hour of individual supervision every two weeks
and four hours of group supervision on a weekly
basis. All therapy sessions were audiotaped for
supervision. Supervisors were senior clinicians.
Individual and group supervision focused heavily
on reviewing audiotaped case material and techni-
cal interventions designed to facilitate the appro-
priate use of therapist interventions. Individual
psychotherapy consisted of once- or twice-weekly
sessions. The language of therapy was Modern He-
brew (MH). The dominant approach in the clinic in-
cludes a short-term psychodynamic psychotherapy
treatment model (e.g.,Blagys and Hilsenroth,2000;
Shedler, 2010; Summers and Barber, 2009). The
key features of the model include: (a) a focus on
affect and the experience and expression of emo-
tions, (b) exploration of attempts to avoid distress-
ing thoughts and feelings, (c) identification of re-
curring themes and patterns, (d) an emphasis on
past experiences, (e) a focus on interpersonal ex-
periences, (f) an emphasis on the therapeutic re-
lationship, and (g) exploration of wishes, dreams,
or fantasies (Shedler, 2010). On average, treat-
ment length was 37 sessions (SD = 23.99, range =
18–157). Treatment was open- ended in length, but
given that psychotherapy was provided by clinical
trainees at a university-based outpatient community
clinic, the treatment duration was often restricted
to be 9 months.

A.1.3 Transcriptions
To capture the treatment processes from session
to session, and since the transcription process is
highly expensive, transcriptions were conducted
alternately (i.e., sessions 2, 4, 6, 8 and so on until

disorder, agoraphobia, generalized anxiety disorder and social
anxiety disorder.
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one session before the last session). In cases where
material was incomplete (such as the quality of
the recordings, or the questionnaires for a specific
session), the next session was transcribed instead.
The transcriber team was composed of seven tran-
scribers, all of whom were graduate students in
the University’s psychology department. The tran-
scribers went through a one day training workshop
and monthly meetings were held throughout the
transcription process to supervise the quality of
their work. The training included specific guide-
lines on how to handle confidential and sensitive
information and the transcribers were instructed to
replace names and places by pseudonyms and to
substitute any other identifying information. The
transcription protocol followed general guidelines,
as described in (Mergenthaler and Stinson, 1992),
and in Albert et al. (2013). The word forms, the
form of commentaries, and the use of punctuation
were kept as close as possible to the speech presen-
tation. Everything was transcribed, including word
fragments as well as syllables or fillers (such as
“ums”, “ahs”, “uh huhs” and “you know”). The au-
diotape was transcribed in its entirety and provided
a verbatim account of the session. The transcripts
included elisions, mispronunciations, slang, gram-
matical errors, non-verbal sounds (e.g., laughs, cry,
sighs), and background noises. The transcription
rules were limited in number and simple (for ex-
ample, each client and therapist utterances should
be on a separate line ;each line begins with the
specification of the speaker) and the format used
several symbols to indicate comments (such as [...]
to indicate the correct form when the actual utter-
ance was mispronounced, or <number of minutes
of silence >). The transcripts were proofread by the
research coordinator. The final transcripts could be
processed by human experts or automatically by
computer.

There were 872 transcripts in total (the mean
transcribed sessions per client was 12.56; SD=4.93)
Each transcript incorporated metadata such as the
client’s code, which allowed the client data to be
linked across sessions and for hierarchical analysis.
The transcriptions totaled about four million words
over 150,000 talk turns (i.e., switching between
speakers). On average, there were 5800 words
in a session, of which 4538 (78%; SD=1409.62;
range 416-8176) were client utterances and 1266
(22%; SD=674.99; range 160-6048) were therapist
utterances with a mean of 180.07 (SD=95.37; range

30-845) talk turns per session.

A.1.4 Procedure and Ethical Considerations
The procedures were part of the routine assessment
and monitoring process in the clinic. All research
materials were collected after securing the approval
of the authors’ university ethics committee. Only
clients that gave their consent to participate were
included in the study. Clients were told that they
could choose to terminate their participation in the
study at any time without jeopardizing treatment.
The clients completed the ORS before each ther-
apy session and the WAI after each session. The
therapist completed the WAI after each therapy ses-
sion. The sessions were audiotaped and transcribed
according to a protocol described above. All data
collected was anonymized (see Section A.1.3) and
only then exposed to a very small number of re-
searchers, as agreed upon by the participants. The
data is stored encrypted.

A.2 Outcome and Process Measurements

A.2.1 Outcome Rating Scale (ORS; (Miller
et al., 2003))

The ORS is a 4-item visual analog scale developed
as a brief alternative to the OQ-45. The scale is
designed to assess change in three areas of client
functioning that are widely considered to be valid
indicators of progress in treatment: functioning,
interpersonal relationships, and social role perfor-
mance. Respondents complete the ORS by rating
four statements on a visual analog scale anchored
at one end by the word Low and at the other end
by the word High. This scale yields four separate
scores between 0 and 10 that sum to one score
ranging from 0 to 40, with higher scores indicating
better functioning. The ORS has strong reliability
estimates (α=0.87-0.96) and moderate correlations
between the ORS items and the OQ-45 subscale
and total scores (ORS total - OQ-45 total: r = 0.59).

A.2.2 Profile of Mood States (POMS;
(McNair, 1992))

The POMS assesses mood variables and is widely
used. For the purpose of this study, we used an
abbreviated version of the measure, which was
adapted for intensive repeated measurements (Cran-
ford et al., 2006) and consists of 12 words that de-
scribe current emotional states. The negative affect
scale includes depressed mood (2 items), anxious
mood (2 items), and anger (2 items). The positive
affect scale includes contentment (2 items), vigor
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(2 items), and calmness (2 items). Examples of
feelings on the POMS are ‘anxious’, ‘sad’, ‘angry’,
‘happy’, ‘lively’, and ‘calm’. Clients were asked
to evaluate how they felt during the session on a
5-point Likert scale ranging from ‘Not at all’ to
‘Extremely’. The POMS has been tested on college
students and was found to be both valid and reliable
(Guadagnoli and Mor, 1989).

A.2.3 Working Alliance Inventory (WAI;
(Horvath and Greenberg, 1989))

The WAI is a self report questionnaire (both for
therapist and client). It is one of the most widely
investigated common factors that was found pos-
itively correlated to treatment outcome in psy-
chotherapy. It includes items ranging from 0 (“not
at all”) to 5 (“completely”) to evaluate three com-
ponents (1) agreement on treatment goals (2) agree-
ment on therapeutic tasks and (3) a positive emo-
tional bond between client and therapist (Falken-
ström et al., 2015)

A.2.4 Post-Session Questionnaire (PSQ;
(Muran et al., 2004))

Alliance ruptures were assessed after each session
with a single-item question from the therapist’s per-
spective: “Did you experience any tension, any
misunderstanding, conflict or disagreement in the
relationship with your patient?” Both items are
answered on a 5-point Likert scale ranging from
1 (“not at all”) to 5 (“constantly”), reflecting the
subjectively perceived intensity of a rupture. Fol-
lowing the recommendations provided by (Muran
et al., 2009), a rupture was defined as any rating
higher than 1 on the scale.

A.3 Expansion of Complementing Word Sets
This section formally defines the problem of
expanding complimentary lexicons and describes
technique as a solution.

Given:

1. positive_seed, negative_seed which are
two complementing lexicon seeds. E.g., En-
thusiastic=[mighty, wow, energetic, ...] and
the compliment Not_Enthusiastic=[apathetic,
oh, nothing, ...]

2. confidence_level, float greater than 0

3. expand_rate, integer greater than 0

4. radius, integer greater than 1

Output:
positive_expansion, negative_expansion, new
lexicons, each containing the given respective
lexicon and additional words that match the
lexicon’s semantic knowledge.

Algorithm Intuition
The expansion is performed in several rounds,
where in each round the two seeds positive_seed,
negative_seed expand simultaneously on the ba-
sis of words semantically similar to words that al-
ready exist in the seed. The generation process
of new semantically similar words candidates uses
the word-similarity package15 that is based on pre-
trained Hebrew Twitter word embeddings, and re-
turns similar words for a given word, with simi-
larity probabilities. The expand_rate parameter
represents the number of similar words that the
word-similarity returns (default configured as 30).

While expanding, care is taken not to deviate
from the lexicon to its complementing lexicon (to
get a feel for the importance of this step, see Figure
1 of positive and negative emotion words, showing
how semantically close the words in the comple-
menting lexicons can be). Each word in the seed list
is used as a “witness” for similar words (weighted
by similarity probability). In case there is more
than one “witness” for a new candidate word, the
similarity probabilities are summed. This “sieve”
process is done by making sure that for each word
that enters the expansion lexicon there are enough
“witnesses”, other close words already in the exist-
ing seed lexicon (i.e., their sum of probabilities for
similarity to the candidate word is above threshold
for filter criterion) and also does not appear in the
complementary lexicon. The confidence_level
parameter (default configured to 3) represents the
threshold for filter criterion.

The result of the expansion is used as input for
the next round. The radius parameter represents
the number of expansion rounds.

Algorithm Steps
1. For radius times:

(a) For each of positive_seed and
negative_seed seeds, create new sets of
candidate words positive_candidates
and negative_candidates, by ex-
panding the words in the seeds with

15https://github.com/Ronshm/
hebrew-word2vec

https://github.com/Ronshm/hebrew-word2vec
https://github.com/Ronshm/hebrew-word2vec
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word-similarity with expand_rate
parameter as number of similar words.

(b) Each of positive_candidates,
negative_candidates passes a
candidates-sieve process which
creates positive_survivors,
negative_survivors: filter out
low-probability words (sum of proba-
bilities less than confidence_level) or
words that appear in the complementary
seed list (i.e., negative_candidates
for the positive_candidates and vise
versa) .

(c) Update seed lists positive_seed and
negative_seed with the correspond-
ing lists positive_survivors and
negative_candidates.

2. return positive_seed, negative_seed


