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Abstract
We participated CASE shared task in ACL-
IJCNLP 2021. This paper is a summary of
our experiments and ideas about this shared
task. For each subtask we shared our ap-
proach, successful and failed methods and our
thoughts about them. We submit our results
once for every subtask, except for subtask3,
in task submission system and present scores
based on our validation set formed from given
training samples in this paper. Techniques and
models we mentioned includes BERT, Multi-
lingual BERT, oversampling, undersampling,
data augmentation and their implications with
each other. Most of the experiments we came
up with were not completed, as time did not
permit, but we share them here as we plan to
do them as suggested in the future work part
of document.

1 Introduction

This paper includes review and explanations about
our ideas and experiments for the CASE shared
task in ACL-IJCNLP 2021. The main purpose and
goal for this shared task is to identify and classify
sociopolitical and crisis event information at multi-
ple levels and languages.

Main categories for subtasks are document clas-
sification (subtask1), sentence classification (sub-
task2), event sentence coreference identification
(subtask3) and event extraction (subtask4). Each
subtask has three batches of training data which are
in English, Spanish and Portuguese (Hürriyetoğlu
et al., 2020, 2019a,b).

Document classification and sentence classifica-
tion tasks are binary classification tasks which aim
to classify news articles and sentences respectively.
The classification criteria of the document classifi-
cation task is whether news article contains at least
one past or ongoing event. Sentence classification
is also a binary classification task, sentences are la-
beled as 1 if they contain event triggers within them.

Event sentence coreference identification task aims
to identify which event sentences are referring the
same event. The objective of the event extraction
task is to gather event trigger information and event
information from given news article.

We participated in subtask1, subtask2 and sub-
task4. The training data for subtask3 was not suffi-
cient for us to build and optimize the model for the
given time schedule, since it was not possible to
get exact results for test data. Our results are based
on validation data that we constructed from given
training data.

We propose a multilingual BERT Model (Devlin
et al., 2018) for the shared task 1 (Hürriyetoğlu
et al., 2021a,b). We trained and measured the
performance of our model which is fine-tuned in
English, Spanish and Portuguese. The model is
formed by using and modifying multiple pretrained
BERT models for each subtask and language we
participated for 1.

2 Data

2.1 Training Data

Training data includes three languages for each
subtask, English, Spanish and Portuguese. The
data distributions are given below for each level.
For both document classification and sentence
classification tasks, training data was shared in
JSON Lines text format. In this data, each doc-
ument/sentence has an ID, text and label. The data
of event extraction task was shared in similar for-
mat to CoNLL format. In token level data, docu-
ments are starting with SAMPLE START token,
document and sentences are separated by empty
lines and [SEP] token respectively.

1Code that we used for this shared task submission can be
found at https://github.com/alaeddingurel/ALEM-CASE2021
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Language 0 1 Total

English 7412 1912 9324
Spanish 802 198 1000

Portuguese 1184 303 1487

Table 1: Label distribution of training data in document
level

The total number of documents, sentences and to-
kens provided for the English Language was much
larger than other source languages.

Language 0 1 Total

English 18602 4223 22825
Spanish 2232 509 2741

Portuguese 961 221 1182

Table 2: Label distribution of training data in sentence
level

There are seven different categories in event
extraction dataset which are etime (Event time),
fname (Facility name), organizer, participant, place,
target and trigger.

3 Methodology

We used Huggingface’s transformers (Wolf et al.,
2020) library in order to fine-tune our BERT model
for each subtask. We fine-tuned separate BERT
models, each model pre-trained using a corpus in
their respective language. The training data pro-
vided was quite unbalanced for every language in
terms of both sample size and label distribution.
We have tried over and under sampling techniques
using imbalanced-learn package (Lemaı̂tre et al.,
2017) to form a better training split. Both of the
methods for our case affected the results in a negli-
gible amount. So we decided to use naive random
sampling for our experiments.

One other obstacle we worked on is BERT’s
maximum token size for its inputs. Tokenized input
given to BERT is trimmed if it includes more than
512 tokens. This is a huge data loss for our sub-
tasks, especially for document level classification.
Many documents are trimmed by default configu-
ration, so we tried a populating method to avoid
losing any data with cost of extra labelling process.
The idea is to split the data to be trimmed into
chunks less than 512 tokens and label each one as
it was labeled before splitting. This may cause a
incorrect labeling process since the document is

now cut into texts and each one of them may be
against its parent label by its own in the training
process. As a practical example of this method,
let’s say we have a text Z = X0 · X1 · ... · Xn,
where each Xi are strings that form Z when con-
catenated. Tokenized length of Z is greater than
512 and it is labeled as 0 in training set. We split
Z into Xis to obtain less than 512 tokens for each
part and set the labels of each Xi as 0. This blind
labelling process may cause incorrectly assigned
labels for some Xis, since label 1 may be more suit-
able for their individual meanings. However we
did not observe a significant change on the results
for any of the languages. Considering this method
did not improve the results, we did not use it for
our final tests.

We also used this method in the prediction phase.
The texts were splitted similarly as in the given
example. The final prediction was decided by ma-
jority of votes method e.g. if 3 texts are labeled
as 1,1,0, then their parent prediction is 1 as it has
higher vote.

• English - BERT

• Spanish - BETO (Cañete et al., 2020)

• Portuguese - BERTimbau Base (Souza et al.,
2020)

For the multilingual BERT experiments we have
used the pretrained mBERT model in order to fine-
tune our data for subtasks. We used BERT tok-
enizer which is based on WordPiece tokenization
algorithm. We splitted training data with the pur-
pose of forming a test set before submitting the
final results to shared task system. The split for
train and test data distributed 80% to 20% respec-
tively. The method we use concatenates all English,
Spanish and Portuguese data and train them alto-
gether. The split is deterministic and stayed same
for all of our experiments for all models in order to
obtain results for the same test data.

4 Experiments

The scores we demonstrate on the document clas-
sification and sentence classification are based on
f1-macro metric. The evaluation criteria that we
used in event extraction for validation data is f1
score. We experimented with various epoch num-
bers and batch sizes with the intent of optimizing
the hyper-parameters. We made our decisions to
use these epoch numbers and batch sizes based on
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Language etime fname organizer participant place target trigger

English 1209 1201 1261 2663 1570 1470 4595
Spanish 40 49 25 88 15 64 157

Portuguese 41 48 19 73 61 32 122

Table 3: Label distribution of training data in token level

our experimental setup. The epoch and batch pa-
rameters given to training phase for BERT Base for
document classification task with epoch as 5 and
batch as 32, sentence classification task with epoch
as 3 and batch as 64. For Multilingual BERT we
fine-tuned parameters as 3 epochs and 32 batches
for document classification task and 5 epochs and
32 batches for sentence classification task.

Language mBERT BERT

English 84.17% 84.26%
Spanish 76.32% 73.82%

Portuguese 79.78% 80.20%

Table 4: Results for document level

English BERT gives better results in comparison
with multilingual BERT model by 0.09%. In our
experiments we observed that multilingual BERT
model has superior results for Spanish Language by
2.5% when compared to Spanish BERT model used
in terms of our measurement criteria. Portuguese
BERT has a higher f1-macro score by 0.42% when
we compare it with its counterpart, multilingual
BERT. There is no significant gap between the
f1-macro scores of multilingual BERT and BERT
Base models which are pretrained with their respec-
tive languages.

Language mBERT BERT

English 84.70% 87.68%
Spanish 76.53% 83.95%

Portuguese 82.01% 82.72%

Table 5: Results for sentence level

BERT models pretrained with respective lan-
guages has greatest scores with comparison with
multilingual BERT for all languages in sentence
classification task.

Token f1-Score
etime 77.95
fname 54.65
organizer 65.89
participant 75.40
place 83.86
target 55.10
trigger 84.32

Table 6: Results for token level

There isn’t enough data points for Spanish and
Portuguese languages for training and evaluation
of event extraction task. We think that we need
different approaches in order to train and evaluate
this data for further testing, but we share the eval-
uation performance results for English language
since it has enough data points to form an accept-
able model when compared to the other languages.
We made our document, sentence and event ex-
traction submissions based on BERT base models
which are trained with their respective languages
for each . We used f1-score metric with the purpose
of analysing event extraction performance for each
token category.

5 Conclusion and Future Work

This paper describes our system description for sub-
mission for CASE @ ACL-IJCNLP 2021: Socio-
Political and Crisis Events Detection shared task.
In training phase, we performed our experiments
using separate pretrained language models with dif-
ferent training data. We report their performance
for 3 tasks with the addition of the results for multi-
lingual BERT model. We also compared our mod-
els with the other BERT models which are trained
with their respective language data. We tested our
fine-tuned language models with the test data pro-
vided by shared task organizers and made our sub-
missions for document classification and sentence
classification tasks. We achieved 80.82, 72.98 and
46.47 f1-macro scores in document classification.
f1-macro scores of the sentence classification task
are 79.67, 42.79 and 45.30 for English, Portuguese
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and Spanish respectively. We didn’t make submis-
sion for token classification task due time limita-
tions, but shared the results we observed in tests on
our validation set.

One of the important issues with BERT is to
optimize the training data in order to align with
its maximum token size while training. In some
tasks, especially in document level classification,
this is a significant factor for pre-processing, since
the length of the input texts are too long for being
tokenized to fit BERT as whole. This situation
leads to an experiment devoted for managing this
limitation.

Following our experiments in over- and under-
sampling methods, we would like to use data aug-
mentation for future training methods in order to
achieve an equilibrium in terms of training data
labels. Augmenting method may be text generation
from already given documents and sentences, but
we do not expect this method being successful for
languages other than English since our sample data
is not as much for the other languages.

One another method we considered applying for
future experiments was ensemble learning. The
idea is training different models for the same task
and observe their differentiated scores and group
them by their success on predicting particular in-
puts. This method has a cost of training many mod-
els and measuring their prediction success with
respect to the others, however after forming an op-
timal set of models, we can use them to unite on
a cumulative score on a single input by assigning
a weight for each of their individual output. This
idea of combining many models can be also used
for BERT initiated environment by constructing a
system where the structure is built on top of BERT
and inserting custom networks into its embedding
layers.

There are many improvements and analysis to
be done in order to understand strengths and weak-
nesses of this system and further improvements
might be added on top of it.
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