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Abstract

In this paper we present multiple approaches
for event detection on document and sentence
level, as well as a technique for event sen-
tence co-reference resolution. The advantage
of our co-reference resolution approach, which
handles the task as a clustering problem, is
that we use a single neural net to solve the
task, which stands in contrast to other clus-
tering algorithms that often are build on more
complex models. This means that we can set
our focus on the optimization of a single neu-
ral network instead of having to optimize nu-
merous different parameters. We use small
densely connected neural networks and pre-
trained multilingual transformer embeddings
in all subtasks. We use either document or
sentence embeddings, depending on the task,
and refrain from using word embeddings, so
that the implementation of complicated net-
work structures and unfolding of RNNs, which
can deal with input of different sizes, is not
necessary. We achieved an average macro F1
of 0.65 in subtask 1 (i.e., document level clas-
sification), and a macro F1 of 0.70 in subtask
2 (i.e., sentence level classification). For the
co-reference resolution subtask, we achieved
an average CoNLL-2012 score across all lan-
guages of 0.83.

1 Introduction

Gathering information about current and past
events is quite important since such information
can help to detect, analyze, prevent and forecast
dangerous social and political situations. An ac-
cumulation of protest events in a certain region
may indicate massive discrepancies between two
or more parties. Such situations can escalate and
result in violence. Using modern systems and
data including for example news articles, violent
events can be forecast (Schrodt et al., 2013). To-
day, caused by a globally connected world, there

exists an endless stream of news and information.
To conquer this flood of data, much human effort
is needed. Therefore, automation of information
analysis can help to reduce the workload.

One task in this area is the detection of events in
texts consisting of natural language, for example
newspaper articles. It is an easy task for humans
to read, understand and identify such events. For
computers it is more difficult to process natural
language and detect event mentions.

In this paper, we present our approaches for
event detection in articles and sentences based on
simple densely connected neural networks as part
of task 1 (Hürriyetoğlu et al., 2021) of the Shared
Task on Socio-Political and Crisis Events Detec-
tion at CASE @ ACL-IJCNLP 2021. The first
task is split up into four different subtasks. We
participated in the first three.

For the first subtask, we used an accumulation
of trained neural nets with majority voting, where
each net is a densely connected net consisting of
only six layers including the in- and output layer.
For the second subtask, we used a single net with
the same specifications as in the first subtask. The
third subtask aims at co-reference resolution of
event sentences. We see this subtask as a typical
clustering task. Therefore, we use a comparison
based algorithm, which reduces the clustering prob-
lem mainly to the optimization of a single neural
net. Co-reference resolution in our case, is based
on the comparison of sentence pairs and will be
described later in more detail.

All code used in this paper is publicly available
1.

The paper will proceed as follows: First, related
work will be introduced. After that, the subtasks
the we participated in will be described. The next
chapter presents our methodology, including data

1https://github.com/s6nlbeck/FKIE_itf_
Task1.git

https://github.com/s6nlbeck/FKIE_itf_Task1.git
https://github.com/s6nlbeck/FKIE_itf_Task1.git
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preparation and system descriptions for all subtasks.
Then, the results are depicted. In the end, we come
to a conclusion and give an outlook for future work.

2 Related Work

Since this workshop is a follow up event of the
CLEF ProtestNews 2019 and AESPEN at LREC
2020 Shared Task, many approaches were already
made as mentioned by Hürriyetoğlu et al. (2019)
and Hürriyetoğlu et al. (2020). Aside from these
approaches, a variety of other experiments trying
to solve the task of event detection can be found in
the literature. In earlier years, pattern matching ap-
proaches as described by Riloff et al. (1993) were
common and successful for the detection of events,
but often required much human effort and domain
knowledge for pattern construction. This lead to the
idea propagated by Riloff and Shoen (1995) of the
automatic construction of such patterns. With the
rise of available and affordable computing power,
these techniques were replaced by modern machine
learning techniques and especially artificial neural
networks. State of the art systems for event de-
tection, see for example Cui et al. (2020), use a
combination of different kinds of neural nets, like
bidirectional LSTMs and modified graph convo-
lutional networks. Other models, as presented by
Nguyen and Grishman (2015), use convolutional
neural networks and reduce the task to a multi class
labeling problem. Event detection can also be seen
as a question answering task, where one could ask
if an event exists in the given text or not, as done
by Liu et al. (2020).

What all of the systems have in common is that
they need a representation of text that is under-
standable for a computer. Piskorski et al. (2020)
showed that modern transformer embeddings are
the best choice by comparing them to classic word
embeddings and achieving superior results with
them. Based on these findings, we decided to make
use of them in our work too.

For subtask 3, common clustering algorithms
could be used for co-reference resolution, when us-
ing suitable metrics. Co-reference resolution using
mention pair models, such as those proposed by
Ng (2010), Örs et al. (2020) and Radford (2020),
could also be implemented.

3 Task Description

The first task of the workshop consists of four dif-
ferent subtasks. The different subtasks build upon

each other, starting at document level (subtask 1)
and go on to gradually focus on smaller instances
(sentence level, word level). We provide three dif-
ferent models for the first three subtasks. The data
for all three subtasks is provided in a JSON format.

3.1 Subtask 1
In the first subtask, the challenge is to identify if a
news article contains a past or ongoing event. For
training, data in three different languages, namely
English, Spanish and Portuguese, was provided.
Each training sample consists of an unique iden-
tifier, a news article as the text basis and a binary
label which marks if the article contains an event
or not. Label 0 means that no event is included,
label 1 means that an event is present. In total, the
dataset comprises 11811 entries and is described in
detail in table 1.

en es pr total
1 1912 131 197 2240
0 7412 869 1290 9571
total 9324 1000 1487 11811
prop. 1 20.5% 13.1% 13.2% 19%

Table 1: Details of training data for subtask 1

A training instance of subtask 1 looks as follows:

{"id":100023,"text":"2 policemen
suspended for torturing man\
nHYDERABAD:The Ranga Reddy
superintendent of police on
Monday suspended a head
constable and a constable for
adopting ’heinous’ methods in
interrogating Jangaiah, an
accused in a missing person
case.\nTNN | Sep 3, 2001, 02.0
8 AM IST\nhyderabad:the ranga
reddy superintendent ","label"
:0}

3.2 Subtask 2
The second subtask is quite similar to the first one,
the only difference being that the event detection
has to be done at sentence level. Thus, the goal is
to decide for each sentence if it contains an event
or not. Each entry in the training corpus contains
a single sentence instead of a whole news article.
The dataset is much larger than the set for subtask
1, containing 26748 instances, as shown in table 2.
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en es pr total
1 4223 450 281 4954
0 18602 2291 901 21794
total 22825 2741 1182 26748
prop. 1 18.5% 16.4% 23.8% 18.5 %

Table 2: Details of training for subtask 2

In the following an example of the training data
of subtask 2 is given:

{"id":66133,"label":0,"sentence":
"He had also made headlines
for kidnapping his 13-year-old
brother and taking him to

Syria."}

3.3 Subtask 3
The third subtask differs from both of the other
subtasks. It aims at event sentence co-reference res-
olution. This means that it has to be decided which
sentences are about the same event. In this case,
co-reference resolution can be seen as a clustering
task. Each example in the training data consist of
an unique identifier, multiple sentences and their
respective event cluster. An overview of the data
distribution for subtask three is given in table 3.

en es pr total
instances 596 11 21 628

Table 3: Details of training data for subtask 3

An example of a shortened training instance is
given below. Each instance has four fields. One
field contains an array including the event sen-
tences. The depicted example has a total of four
sentences. Each sentence is further represented as a
number. For example, the sentence beginning with
”Around 30,000...” is represented by the number
4. The event clusters are given as arrays. Each
array contains the numbers of the sentences of the
respective cluster. We can see that in the given
example, sentence 15 is a cluster by itself and the
other three sentences, sentences 4, 5 and 11, build
another cluster. The last field is the id field, which
contains an unique identifier for the entry.

{"event_clusters":[[15],[4,5,11]]
, "sentence_no":[4,5,11,15], "
sentences":["Around 30,000..."
,"Several...", "RFEA chief

...","On Tuesday..."], "id":55
666}

4 Methodology

4.1 Subtask 1 and 2 - Data Preparation

For our experiments for subtasks 1 and 2, we use
the Flair framework (Akbik et al., 2019). The
utilised document embeddings are generated us-
ing the pre-trained multilingual cased Bert model.
The Bert model uses bidirectional LSTMs to cre-
ate context sensitive embeddings (Devlin et al.,
2019). Each embedding is represented by a 768-
dimensional vector. We use the Bert model to
generate the embeddings without any text prepro-
cessing. For the first subtask, each news article is
transformed into one vector, whereas in the second
subtask every sentence is transformed into a same
sized sentence embedding.

4.2 Subtask 1 and 2 - System Description

For the first subtask we use an accumulation of
one hundred separately trained densely connected
neural nets with one input layer of size 768, four
hidden layers with 64 neurons and one output layer
with one single unit. Each net is trained for 20
epochs with the adam optimizer and a learning rate
of 0.001. As an activation function, we use the
sigmoid function for each neuron. Since we are
dealing with a binary classification task, we use
binary crossentropy as a loss function. After each
epoch the training data is shuffled. For the first
subtask, a majority vote is used to decide if the
article contains an event or not.

During the development phase, we also tested
different structures of CNNs using the data from
the shared tasks of 2019. The best result was gained
with a small densely residual network like struc-
ture, as proposed by Huang et al. (2017), with a
macro F1 score of 0.77. On the same data, our final
approach reached a score of 0.81.

For the second subtask we use a single net with
the same specifications as described for subtask 1.

4.3 Subtask 3 - Data preparation

The main part of our approach for subtask 3 is
based on a neural network which is able to compare
two sentences and determine if they belong to the
same event cluster.

For each entry in the dataset a number of training
instances are generated. A training instance is a
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triple which includes the sentence embeddings of
two different sentences and a binary label which
shows if the two sentences belong to the same event
cluster or not.

This means that for every instance of the dataset,
first the needed embeddings are calculated in the
same way as in the subtasks before. After that, the
positive and negative sentence pairs are generated
and the matching labels are added. The sentences
in the negative sentence pairs do not belong to the
same event cluster, the ones in the positive pairs do.
This results in a set of triples containing all possi-
ble combinations of sentences with corresponding
labels. The generated entries for each instance are
merged into one big dataset.

4.4 Subtask 3 - System Description

Since the third subtask differs substantially from
the other subtasks, we developed and used another
model compared to subtasks 1 and 2. As modern
sentence embeddings based on neural nets are quite
powerful, we also considered to use neural nets for
clustering. As mentioned in section 2, many dif-
ferent clustering algorithms are available. In the
area of using neural networks for clustering, self
organizing maps (Kohonen, 1990) and neural gases
(Martinetz et al., 1993) can be considered. Neural
techniques like these are mainly used for represent-
ing topological structures in the given data. To
use them for clustering, time-consuming additional
steps would be needed beforehand.

Popular clustering algorithms like DBSCAN (Es-
ter et al., 1996) include numerous hyperparame-
ters which have to be optimized before the mod-
els can be used sensibly. Additionally, for some
models the amount of clusters must be specified
in advance. An example for this is the k-Means
algorithm (Hamerly and Elkan, 2004). This makes
them unsuitable for our use case.

We argue that it would be desirable if one did
not have to define a fixed amount of cluster or to
optimize many different hyperparameters before
using the model.

In the following we present a supervised clus-
tering algorithm based on a neural network. This
neural network needs to be trained in advance. The
task of the trained net is to decide if two sentences
belong to the same cluster or not. Our approach
reduces the amount of work that has to be invested
before using the model, as only the neural net needs
to be optimized.

Figure 1: Structure of the used neural net.

The comparison of the event sentences is done
by a neural network with two inputs and one out-
put. Using the prepared data triples that were just
mentioned, the net can be trained and optimized in
a regular manner. The goal is to decide correctly
for two sentences if they belong to the same event
cluster. If this succeeds for all sentence pairs, we
can in theory build perfect event clusters. The out-
put generated by the neural net is needed for the
final clustering which is implemented by using a
graph.

The used neural network consists of two input
layers with 768 neurons. To reduce the input size
after both input layers, a layer of 128 neurons is
used. To connect both size reduced inputs to each
other, a 256 sized layer is used, followed by a 64
sized layer and an output layer with a single neuron
like pictured in figure 1.

In total, the model has 238,081 trainable param-
eters, including the bias weights. Like in subtask 1
and 2 we use the same optimizer, loss and activa-
tion function and learning rate.

As mentioned before, the trained neural network
is used as a comparison function, which determines
if two sentences belong to the same event cluster
or not. We use the results ot this comparison for
building a graph G = (V,E). The graph consists
of a set of nodes V = v1, ..., vn and a set of edges
E = {{vx, vy} | vx, vy ∈ V and vx 6= vy}. The
sentences are represented by the nodes. If the net-
work predicts that the two sentences belong to the
same cluster, an edge is added in the graph be-
tween the corresponding nodes, otherwise no edge
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Figure 2: Example of a possible generated graph

is added. The resulting graph is analyzed with
regard to disjoint subgraphs. Each individual sub-
graph represents an event cluster. Figure 2 shows a
possible graph with two distinct clusters.

5 Results

5.1 Subtask 1

For both of the first subtasks, the macro F1 score
is used for evaluation on the provided test set. In
the first subtask we achieved a macro F1 score of
0.74 on the English documents, 0.68 on the Spanish
documents, 0.62 on the Portuguese ones and 0.54
on the Hindi documents. Averaged over all test
data, a score of 0.65 was achieved, which is slightly
better in comparison to the results of a single net.
Mostly, the use of multiple nets leads to a small
increase in performance as can be seen in table 4.
Only with regard to the Spanish data, the single net
performed slightly better than the combination of
multiple nets. However, this may be an outlier and
requires further analysis.

en es pr hi avg
100 nets 0.74 0.68 0.62 0.54 0.65
single net 0.72 0.70 0.60 0.50 0.63

Table 4: Result for subtask 1 using different amount of
nets

We compare these results to the results that were
achieved during development of the systems. For
the preliminary evaluation we used 20 percent of
the training set as a test set. The evaluation results
for subtask 1 are shown in table 5. We reached
a macro F1 score of 0.76 for English, 0.66 for
Spanish and 0.68 for Portuguese. This lead to an
average over all languages of 0.70.

We see that the results achieved on the self-
compiled test set are similar to the ones achieved
on the test set of the organizers. Only Portuguese
stand out with a difference in performance of 0.06.

en es pr avg
macro F1 0.76 0.66 0.68 0.70

Table 5: Preliminary results for subtask 1

5.2 Subtask 2

Since the improvement using an accumulation of
neural nets is only marginal for the classification at
sentence level, we used a single net for the second
subtask. We scored a macro F1 of 0.65 on the
English data, 0.76 on the Spanish data and 0.70 on
the Portuguese data, as specified in table 6.

en es pr avg
macro F1 0.65 0.76 0.70 0.70

Table 6: Result for subtask 2 on different languages

Considering the results of the first two subtasks,
which both use very similarly constructed models,
it is noticeable that in subtask 1 the best results are
achieved on the English data, while in subtask 2
English constitutes the worst performing language
class.

For subtask 2, a similar constructed test set as in
subtask 1 was used during development. On this
set we achieved an average score of 0.73 over all
languages. Details for the different languages can
be found in table 7. The results are slightly better
than the ones for subtask 1.

en es pr avg
macro F1 0.78 0.73 0.68 0.73

Table 7: Preliminary results for subtask 2

Moreover, we find that the performance of our
system declines notably with regard to English
when using the test set provided by the organiz-
ers. Further analysis is needed to determine what
causes this.

5.3 Subtask 3

For evaluating the system submitted for subtask
3, the CoNLL-2012 average score was used. The
scores were calculated for each language separately.
The amount of test data is quite low, as shown
in table 8, the systems were tested on only 180
examples in total.

On the English data we achieved a score of 0.77
and on the Spanish data a score of 0.83. The best
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en es pr total
instances 100 40 40 180

Table 8: Distribution of classes in test data for subtask
3

result with a score of 0.91 was reached on the Por-
tuguese dataset. An overview is given in table 9.

en es pr avg
CoNLL-2012 avg 0.77 0.83 0.91 0.83

Table 9: Results for subtask 3 for different languages

During the development and testing phase using
the training set, the overall score averaged over
all three languages was 0.82. The basis for this
result was a self compiled test set including 20
percent of the examples of each language included
in the training set. The relatively good score for
Portuguese on the final test set stands out, since
very few data for training was available for this
language. An analysis of the training and test data
could be helpful to see if there are differences that
cause this behaviour.

6 Conclusion

We presented three different approaches for the
three different subtasks. The accumulation of sev-
eral neural nets used in subtask 1 improved the
results of the model just very slightly in compari-
son to a single densely connected neural net.

In general, we can see that working on word
level is not mandatory. Sentence and document
embeddings in combination with simple dense nets
can lead to good results. This decreases the com-
plexity of the task immensely. The results on the
sentence level improve in comparison to the ones
achieved on the document level, with exception of
the results for the English data. The clear difference
between the results obtained on the self-compiled
test set and the test set of the organizers with regard
to English serves as a good starting point for future
work.

For subtask 3, we presented a simple solution for
event sentence co-reference resolution, focusing on
the optimization of a function for comparison by
using a multi input neural network. Using this ap-
proach, we were able to solve the task in a way
that does not require metrics, thresholds and other
hyperparameters, which are often needed in clus-

tering, and thus save time during the clustering
process. For future work it would be interesting
to use bidirectional LSTMs and other techniques
to improve the results for co-reference resolution
further.
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