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Abstract

This paper shows our submission on the sec-
ond automatic simultaneous translation work-
shop at NAACL2021. We participate in all
the two directions of Chinese-to-English trans-
lation, Chinese audio→English text and Chi-
nese text→English text. We do data filter-
ing and model training techniques to get the
best BLEU score and reduce the average lag-
ging. We propose a two-stage simultaneous
translation pipeline system which is composed
of Quartznet and BPE-based transformer. We
propose a competitive simultaneous transla-
tion system and achieves a BLEU score of
24.39 in the audio input track.

1 Introduction

Our submitted system consists of an end to end
speech recognition model and a neural machine
translation model which follows the traditional
pipeline framework in simultaneous translation
task. The system input is Chinese audio file and
the output is English translation text. A tempo-
rary Streaming transcription is obtained by speech
recognition model and transmitted into machine
translation model to get the target system output.

For automatic speech recognition(ASR) model,
we use the QuartzNet model (Kriman et al., 2019)
of Nvidia Jarvis. At the moment, we expand the
train data set by adding Aishell-1 and data that
collected, then using plenty of rules to filter audio
data and deal with parallel transcription. Compared
to the Jasper model (Li et al., 2019), it can reduce
number of parameters quickly by using separable
1D convolutions including time channel.

Our neural machine translation model is Trans-
former (Vaswani et al., 2017). We use some human
rules and the pre-trained language model to filter
the parallel corpus. The method of back translation
(Sennrich et al., 2016) is also applied to generate
synthetic Chinese sentences.

At the step of inference, we apply the wait-k
words method (Ma et al., 2018). Both the pre-
processing and post-processing are applied to im-
prove the terminology translation and deal with the
word error produced by the ASR system.

Since our submission is a two-stage system, the
rest of this paper describes separately regards to the
Automatic speech recognition(ASR and Machine
translation(MT) sub-modules. We firstly describe
the training and development datasets we used, then
the data filtering methods we applied is introduced.
Secondly, the system architecture is discussed and
it is verified by the experiments. Lastly, we draw a
conclusion of our system by analyzing the experi-
ments.

2 Datasets

For audio data of ASR, we use qianyan audio
datasets provided by NAACL workshop (Zhang
et al., 2021), Aishell-1 (Hui Bu, 2017) and lip sen-
tences we collect by smartphone(16kHz, 16-bit).

2.1 Audio Data

We invite 20 volunteers in data collection. Each
volunteer performed two hours of Mandarin Chi-
nese audio about 1000 sentences in the quiet room.
To keep data diversity, different domains of au-
dios were collected, including artificial intelligent,
industrial production, business conversation and
medical. Finally, we get a total of 19800 sentences
(audio and transcription) in this way.

For qianyan audio datasets, we split each audio
into sentences according to the sentence-level tran-
scription. After processing, the blank part of all
entire audio files was removed, and duration time
of audios was reduced from the original 68 hours
to about 52 hours.

For AIshell-1 datasets, we firstly deal with tran-
scription files by using rules to get path and file-
name of every transcription. Then using wave li-
brary to read audio files to get the duration time of
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each audio.
Noting that the audio data and the transcription

may not exactly match. In order to improve the
accuracy of the data, we use a pre-trained ASR
model to transcript audio data to produce text re-
sult. Then using similarity matching algorithm to
filter audio and original transcription data of lower
similarity. Table1 shows the number of train data
after filtering.

Table 1: ZH-EN audio train datasets

Data Source Duration Total Samples
Qianyan(NAACL) 70hours 36,140
Aishell-1 178hours 120,098
Collection 40hours 19,800

2.2 Text Data

The corpus we use to build our machine translation
system is CWMT 19 corpus 1. It includes both the
bilingual and monolingual data.

For the bilingual data, we apply data filtering
techniques. The main process is described as fol-
lows. Firstly, we set the punctuation ratio and sen-
tence length ratio of the sentence pairs to abandon
the sentences higher than the ratio. Secondly, we
calculate the cross entropy of each English sentence
by a pre-trained language model and removed the
sentence pair exceed the threshold. Thirdly, we
construct a terminology table using the methods of
name entity resolution and word alignment. The
terminology such as companies, organizations and
human names are replaced with specific words.

For the monolingual data, we follow the method
proposed by (Sennrich et al., 2016). We firstly train
an English to Chinese machine translation model.
Then the monolingual English sentences are trans-
lated to generate synthetic Chinese translation. All
the synthetic parallel data are filtered with the same
strategies applied in bilingual data.

After the filtering process, we normalize the
punctuation for both Chinese and English sen-
tences. We apply Chinese word segmentation using
LAC toolkit2 (Jiao et al., 2018) for Chinese sen-
tences. For the English sentences, we apply the
Tokenizer and Truecaser toolkit provided by Moses
scripts (Koehn et al., 2007). Finally, we train a
bytes pairs encoding model and applied it for both
Chinese and English sentences.

1http://mteval.cipsc.org.cn:81/agreement/AutoSimTrans
2https://github.com/baidu/lac

3 System description

The model training process for both the speech
recognition and machine translation model are im-
plemented on a device with eight GPUs of Nvidia
TESLA V100.

3.1 Automatic speech recognition

The QuartzNet15x5 model is as our based model on
ASR, we also use Memory-Self-Attention(MSA)
(Luo et al., 2021) modules in the model structure
of CTC and RNN-T.

3.1.1 Training Scheme
After data pre-processing, we use the file of json
structure to train quartznet 15x5 model. We list
the model configuration and train parameters in
Table2. When the model was trained, the size of
each sample audio should be controlled to less than
16.7 s. To do this, it can improve the accuracy of
model and accelerate the training speed. The ASR
model was trained over three days and reached
to the best WER. After the loss value converged,
we use the last saved model to try to transform test
datasets and get average score. We use WER-BEAT
(Sheshadri et al., 2021) to evaluate our model. And
we get closed to 1.0 WER.

Table 2: Model Configuration

Configuration Value
Sample rate 16,000
Repeat 5
n fft 512
activation relu
Chinese Vocabulary size 5,270
Optimizer Adam
residual true
filters 256/512
batch size 64

To increase the accuracy of model recognition,
we use MSA modules in the model structure of
CTC and RNN-T. The operation complexity of
the model maintains a linear relationship with the
length of the input speech, which greatly improves
the efficiency of the model, and there will be no
serious decline in efficiency as the input increases.

3.1.2 Model Usage
Before we use the model, in order to improve the
accuracy of recognition, we need to process the
input voice file.
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In the end, we only submit one point in the com-
petition. This point is to directly use the previously
segmented audio transcription text as the input of
the translation model, thereby obtaining a more
accurate English text output.

3.2 Machine translation
We use Transformer as our based model on
machine translation, the attention mechanism is
strength-able at capturing the Semantic relationship
on a sentence. The development toolkit we used in
machine translation is Marian (Junczys-Dowmunt
et al., 2018).

3.2.1 Training Scheme
After completing the data preprocessing on both
the bilingual data and back-translated data, we train
our baseline model by evaluating BLEU. The lan-
guage tool for evaluation is uncased 4-gram BLEU
(Papineni et al., 2002). We list the model configu-
ration in Table3 and training parameters in Table
4.

We train the model for over three days, the
BLEU score increased rapidly at the beginning and
the growth slowed after 30 hours. After the loss
converged, we collect the last 20 checkpoints of the
model in the time interval of one hour and applied
checkpoint average to get the final model.

Table 3: Model Configuration

Configuration Value
Encoder/Decoder depth 6
Attention heads 16
Word Embedding 1024
FFN size 4096
Chinese Vocabulary size 50,000
English Vocabulary size 50,000
Optimizer Adam

Table 4: Training Parameters

Parameter Value
Label smoothing 0.1
Learning rate 16
Warmup rates 15,000
Maximum sentence length 120
Clip normalization 5

3.2.2 Fine-tuning
We implement fine-tuning on the Transformer
model using the development set of qianyan audio

datasets (956 sentence pairs) to improve the transla-
tion quality on simultaneous translation task. Since
fine-tuning is effective to build a domain-adaptive
model.

4 Conclusion

This paper describes our submission to the second
automatic simultaneous translation workshop at
NAACL2021. We detail our process of data filter-
ing and model training. The Consecutive Wait(CW)
(Klein et al., 2017) of the best point reached to 18.4
while we get the BLEU value of 24.39 in the audio
input track. In future work, we will continue to
research on end-to-end speech translation model
from Chinese speech input to English text output.
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