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Abstract
We describe experiments with character-based
language modeling for written variants of Nahu-
atl. Using a standard LSTM model and pub-
licly available Bible translations, we explore how
character language models can be applied to the
tasks of estimating mutual intelligibility, identi-
fying genetic similarity, and distinguishing writ-
ten variants. We demonstrate that these simple
language models are able to capture similarities
and differences that have been described in the
linguistic literature.1

1 Introduction
The diversity of language variants2 in a linguistic
continuum presents an interesting challenge to the
development of language technology. For marginal-
ized and endangered languages, the general lack of
resources in the language as a whole exacerbates
this challenge.
Character-level features have been shown to be

effective for a wide range of textual NLP tasks,
including language identification (Dunning, 1994;
Veena et al., 2018), native language detection (Kul-
mizev et al., 2017), and machine translation (Lee
et al., 2017; Chen et al., 2018). Furthermore, they
offer the advantage of requiring little-to-no prepro-
cessing or linguistic engineering (e.g. word tok-
enization, morphological segmentation, etc.) other
than possibly orthographic normalization3.
In this paper we investigate the usefulness of char-

acter language models in addressing questions about
variation within a linguistic continuum. Specifi-
cally, we examine the extent to which these sim-

1Code is available at https://github.com/
Lguyogiro/nahuatl-variant-charlms-americasnlp

2We use the term variants to refer to instances of any kind
of intra-language variation, including variation based on region
(dialect), culture or ethnicity (ethnolect) etc. These may or may
not be considered the same language or separate languages.

3Subword tokenization methods, such as Byte-Pair Encod-
ing, also share this property. We leave the investigation of un-
supervised subword tokenization for written Nahuatl for future
experiments.

ple surface-level features of written language corre-
spond to structural phonological and grammatical
differences between different variants of Nahuatl.
We examine three tasks: variant identification, lin-
guistic sub-classification/genetic similarity, and the
prediction of mutual intelligibility.

2 Background

In this section we give some background on the lan-
guage, language modeling, and some relevant re-
lated work.

2.1 Nahuatl
Nahuatl is a polysynthetic, agglutinating Uto-
Aztecan language continuum spoken throughout
Mexico and Mesoamerica. The Mexican Govern-
ment’s Instituto Nacional de Lenguas Indígenas (IN-
ALI) recognises 30 distinct variants (INALI, 2009).
These variants have highly-variable levels of intelli-
gibility between them, and linguistic similarity and
mutual intelligibility is not always correlated with
geographic distance. Furthermore, the recognition
and treatment of Nahuatl’s linguistic diversity has
far-reaching impacts on language activism and revi-
talization projects (Pharao Hansen, 2013).
Nahuatl variants can differ along lexical ( totoltetl

vs. teksistli ‘egg’), phonological (common isoglosses
include t-tl-l and e-i), and morphological (e.g. the
presence or absence of word-initial o- for past tense
verbs) dimensions, and orthography can vary within
and across variants. Table 1 gives an example of
these types of variation.
Computational modeling of Nahuatl variants is

useful for many language technology applications.
Automatic variant detection may be useful for
grouping and categorizing texts in a large corpus
such as the Axolotl corpus (Gutierrez-Vasques et al.,
2016), where the provenance of the texts is not
always known. For automated dialogue systems,
variant modeling can be used to assess the degree
to which a generated turn will be understood by a

https://github.com/Lguyogiro/nahuatl-variant-charlms-americasnlp
https://github.com/Lguyogiro/nahuatl-variant-charlms-americasnlp
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user. Finally, for applications that generate text on a
user’s behalf, such as predictive keyboards and spell-
checking systems, it is vital to maintain consistency
in both language variant and orthographic norms.

2.2 Language Modeling
Language models are probability distributions over
sequences of vocabulary items with parameters
learned from data. They are ubiquitous in Nat-
ural Language Processing in areas including ma-
chine translation, automatic speech recognition, and
spelling correction, among others. Traditional n-
gram language models estimate the conditional
probability of each vocabulary item given contexts
of preceding vocabulary items based on their fre-
quency in the data. Neural language models repre-
sent each vocabulary item as a distributed feature
vector, and learn the joint probability function of
the sequence of feature vectors and the feature vec-
tors themselves simultaneously (Bengio et al., 2000).
We use the latter in the experiments presented in
this paper.

PP = e−
1
N

∑N

i=1
ln p(xi) (1)

A commonmetric for evaluating the performance
of a language model is perplexity (1), or how “sur-
prised” the model is when seeing a sequence of vo-
cabulary items (the more surprised, the worse the
model fits the data).
We specifically focus on character-based lan-

guage models for two reasons. First and foremost
is the simplicity of character-based tokenization,
which involves none of the assumptions about se-
quence groupings required by other tokenization
methods. Secondly, there are a number of mor-
phemes in Nahuatl that are written with a single
character, such as the past-tense prefix o:-4, some
realizations of the third-person singular object pre-
fix k-, and the singular-subject future tense suffix -s.
Since these single-character morphemes are linguis-
tically important, and subword tokenization meth-
ods risk merging them with arbitrary adjacent char-
acters, character tokenization is more appropriate.

2.3 Related Work
There has been a great deal of research into
computational approaches for assessing similar-
ity/intelligibility between related languages and lan-

4The augment, as it is often referred to in the literature, /oː/-
is not morphologically a prefix, but is typically written attached
to the verb. See Chapter 8.8 of Launey and Mackay (2011) for
a detailed description of its morphological status and behavior.

guage variants, most notably highlighted in the
Workshop on NLP for Similar Languages, Varieties
and Dialects (VarDial) (Gaman et al., 2020). Partic-
ularly relevant to the work presented in this paper,
Gamallo et al. (2017) describe amethod for discrim-
inating between similar languages using word and
character n-gram language model perplexity. Char-
acter language models have also been shown to be
effective in distinguishing between dialects of writ-
ten Arabic (Sadat et al., 2014; Malmasi et al., 2015).
With respect to Nahuatl, Farfan (2019) analyzed

contemporary written Nahuatl variants for points
of convergence using a finite-state morphological
analyzer built from a grammar of Classical Nahu-
atl. Other efforts in developing language technology
for Nahuatl include a large parallel Nahuatl-Spanish
text corpus (Gutierrez-Vasques et al., 2016), and
a morphological analyzer for the Western Sierra
(nhi) variant (Pugh et al., 2021).

3 Data
The most widely available corpus of text in the
variants of Nahuatl is the Bible. We used trans-
lations into 10 different Nahuatl variants available
from scriptureearth.org5. The complete list
of variants employed in this study is: azz High-
land Puebla, ngu Guerrero, nch Central Huasteca,
nhe Eastern Huasteca, nhy Northern Oaxaca, ncj
Northern Puebla, nhiWestern Sierra, nsu Sierra Ne-
gra, ncl Michoacán, nhw Western Huasteca.
As translators merge verses differently in differ-

ent languages, to maintain data parity for all of the
variants being investigated we only included verses
which were present in all variants (7,363 verses).

3.1 Orthography
Nahuatl is commonly written in a range of different
orthographies. Phonemes /k/, /w/, and /h/ typically
have variable graphemic representations in different
orthographies. Vowel-length, which is phonemic in
many Nahuatl variants but has a low functional load,
can be written but is commonly ignored. See de la
Cruz Cruz (2014) for a more in-depth discussion of
Nahuatl orthography.
The different translations of the Bible do not ad-

here to a single orthographic norm, so we decided
to normalize them to remove the choice of orthog-
raphy as a confounding factor. Our normalization

5In fact, scriptureearth.org has translations in 11 variants,
but due to an error during processing, we excluded Isthmus-
Mecayapan Nahuatl (nhx). We plan to evaluate nhx in future
work

scriptureearth.org
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Word Segmentation Gloss Language Code
quinilij ∅-quin-ilij S3SG-I3PL-tell azz
oquiniluic o-∅-quin-iluic PST-S3SG-I3PL-tell ncj
okinmilvi o-∅-kinm-ilvi PST-S3SG-I3PL-tell nsu
oquimiluih o-∅-quim-iluih PST-S3SG-I3PL-tell nhi

Table 1: The different forms of the ditransitive verb “to tell/say (s.t. to s.o.)” from 4 of the variants studied. Note the
variation in the use of a past-marking o- prefix, verb stem and object prefix, and different orthographies. These forms
came from Matthew 14:2, and correspond to the phrase ‘said unto (his servants)’ in the King James Bible: “And said
unto his servants, This is John the Baptist;”.

method makes the following changes to account for
well-known orthographic variation in contemporary
Nahuatl writing:

• Replaces hu, uh, and w with u;
• Replaces qu followed by front vowel and c fol-
lowed by back vowel or consonant (except h)
with k;

• Neutralizes vowel length.

3.2 Language codes
For two of our three case studies, we compare our
system’s analysis of Nahuatl variants with fieldwork.
Since each Bible translation is associated with an
ISO-639 code, and in many cases the mapping of
towns/locales described in fieldwork to the variants
indicated by ISO-639 codes is not clear-cut, we
needed to match the ISO codes in our corpus to the
variants described in the literature. To do this, we
(1) consulted Ethnologue (Eberhard et al., 2021) for
towns and municipalities associated with each ISO
code, (2) searched for matching locations in the re-
spective fieldwork descriptions, and (3) consulted a
map to identify the closest matching place name in
cases where there were no exact location matches.
For more details, see Appendix A.

4 Methods
In order to analyze the three case studies described
below, we evaluated the cross-variant perplexity of
character language models for each Nahuatl vari-
ant in our corpus. Specifically, we split the data
by verse into train (6,258 verses), dev (552 verses),
and test (552 verses) partitions. For each variant,
we trained a character language model on the train-
ing data for 50 epochs (this was manually verified to
be sufficient for convergence). The epoch with the
lowest perplexity on the dev set was selected, and
the perplexity of the model at that epoch on the test
set was calculated for all variants. We used PyTorch
(Paszke et al., 2019) to train a unidirectional LSTM

language model with 100-dimension character em-
beddings (with dropout) and a single recurrent layer
with 1024 hidden units.

5 Case studies
In this section we present three case studies using
character-based language models.

5.1 Variant identification
In order to test the usefulness of character language
models for predicting the variant of a text, we com-
bined the test set verses for all variants and cal-
culated the perplexity for each variant’s language
model on the entire data set. To produce predic-
tions, for each verse we simply chose the variant
with the lowest perplexity.

This approach yields near-perfect results (accu-
racy=0.99). The few errors were confusions be-
tween the different Huasteca variants, (nhw, nhe,
and nch). This is unsurprising given their high sim-
ilarity. In fact many of the verses our system incor-
rectly identified were identical to the same verse in
the correct variant. The near-perfect performance
is likely due to the restricted domain of our corpus,
and the fact that the same translator(s) produced all
of the verses for a given variant. Thus, it is likely
that many of the patterns exploited by the language
models are not language-specific (e.g. presence or
absence of the o- prefix in the preterite) but au-
thor/document/domain specific (e.g. stylistic deci-
sions such as word choice).

5.2 Sub-classification and genetic similarity
There are a number of different systems for sub-
classification of Nahuan languages. Lastra (1986),
in an analysis based on synchronic lexical and gram-
matical similarities in 93 surveyed locations, sug-
gests grouping Nahuatl variants into four groups:
“Central”, “Huasteca”, “Western Periphery” and
“Eastern Periphery”.
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Figure 1: A dendrogram showing the variants studied, hierarchically clustered by relative perplexity. Our character
language-modeling approach appears to be quite well-suited for capturing synchronic linguistic similarities between
Nahuatl variants, but is less effective at identifying historical, genetic variant relationships.
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Figure 2: A force atlas diagram showing relative perplex-
ity. Longer edges indicate higher perplexity. Node color
corresponds to the clusters in Figure 1

The “East-West Split” (Canger and Dakin, 1985;
Canger, 1988; Pharao Hansen, 2014) is a widely-
held grouping of Nahuatl variants based on histor-
ical evidence of two waves of migration of early
Nahuatl-speakers to Mexico. The first wave is
thought to have resulted in what are known as
the “Eastern” variants (the Huasteca and High-
land Puebla variants among others), and the sec-
ond in the “Western” variant group (including vari-
ants spoken near present-day Mexico City, North-
ern Sierra Puebla, Southeastern Puebla, and Mi-
choacán). Importantly, many of the measurable in-
dicators of similarity in the above two groupings,
such as the existence of lexical cognates and phono-
logical/morphological isoglosses, are often recover-
able from the written form.
We grouped the variants by hierarchically cluster-

ing the vectors of cross-variant perplexity.

Central-Periphery Clustering based on the
cross-variant perplexity shows a general corre-
spondence to the Central-Periphery grouping of
Lastra (1986), with some exceptions. Lastra’s
Central group is prominently represented in both
Figure 1 (the orange lines, with the exception of
the outermost azz) and Figure 2 (the cluster of
nodes at the bottom right). The Huasteca group
also stands out in our data as a cluster of three
variants (nhw, nhe, nch) distinct from the Central
group. In fact, of all variant-pairs in our data,
Eastern Huasteca (nhe) and Western Huasteca
(nhw) have the lowest cross-variant perplexity
(clearly illustrated in Figure 1). The two Periphery
groups, Western Periphery and Eastern Periphery,
were not represented by any clear grouping in the
cross-variant clustering, other than being separate
from the Central group. This may be due to the lack
of representation of these groups in our dataset,
with only one variant from the Eastern Periphery
(azz), and one from the Western Periphery (ncl).

East-West Split The distinction between Eastern
and Western variants is less pronounced when clus-
tering on cross-variant perplexity, though the dis-
tinction between the Huasteca variants and Central
variants mentioned above does overlap substantially
with the East-West split. The variants whose posi-
tion in our grouping most contradicts the East-West
sub-classification are ngu, azz, and ncl6. One pos-
sible explanation for a lack of clear distinction be-
tween the East and West groups is the fact that cer-
tain variants may tend to be more “innovative” than
others, leading to new linguistic forms that set them

6As Pharao Hansen (2014) points out, the status of Guer-
rero variants within the “East-West” grouping remains unclear.
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Figure 3: A plot of mutual intelligibility of variant-pairs and the corresponding cross-variant perplexity.

apart from otherwise related variants.

5.3 Mutual intelligibility
The primary systematic study of mutual intelli-
gibility between Nahuatl varieties is Egland and
Bartholomew (1978), which involved surveying
speakers from 58 different communities throughout
Mexico. Mutual intelligibility was assessed by play-
ing a recording of a narrative by a speaker from a
different community and asking the listener a series
of comprehension questions. The results were ad-
justed and reported as percentages7.
The resulting mutual intelligibility numbers are

reported for community-pairs (e.g. “Tetlalpan-
Xochiatipan: 99%”). In order to compare these
numbers to our variant models, we assigned each
community to an ISO-639 code as described in 3.2,
giving us code pairs (“nhw-nhe: 99%”).
To evaluate whether our character language mod-

els can tell us something about mutual intelligibil-
ity, we compared each available ISO code pair’s mu-
tual intelligibility percentages with the correspond-
ing cross-variant perplexity. We essentially treat our
language model as if it were a speaker, such that
(in keeping with the above example) to compare the
understanding of an nhw speaker listening to a nar-
ration from an nhe speaker, we take the language
model trained on nhw Bible translation and evalu-
ate its perplexity on nhe Bible translation. When
a single language code contained multiple measure-
ments, we used the average.
The results of this comparison, which in-
7We recommend consulting the first two sections of this

work for details about arriving at the final percentages.

cludes all relevant measurements from Egland and
Bartholomew (1978) as well as any additional re-
ported intelligibility numbers from Ethnologue8,
are plotted in Figure 3. We found the reported
mutual intelligibility between two variants and their
cross-variant perplexity to be moderately negatively
correlated in our data, r(19) = -0.734, p = .0002.
The relationship is particularly strong for the vari-
ants with the lowest cross-variant perplexity (the
Huasteca variants). However, this method is less
effective at distinguishing between the mutual in-
telligibility of less similar variants as seen by the
bunching in the center of the graph.

6 Concluding remarks
Our three case studies suggest that a simple charac-
ter language model can capture a non-trivial amount
of information about some of the linguistic proper-
ties, relationships, and similarities of written Nahu-
atl variants. The experiments also support existing
literature on the utility of character features in the
computational modeling of similar languages. We
note the limitations of our data set, i.e. that each
variant is represented by a parallel text published by
the same organization (and likely by a single author
per variant), and that our approach may not yield
similar results on non-parallel or comparable text.
We are also interested in exploring languagemod-

els under various tokenization schemes, such as un-
supervised subword tokenization and morphologi-
cal segmentation.

8Measurements reported with less than 5 speakers were ex-
cluded. Two of the measurements, nhi-nsu and nhi-ncj,
were reported as “50-60%” in Ethnologue. For these data
points we used 55%.
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A Language variants
In Table 2 we give the equivalences between ISO-
639 language codes, variant names and locations
where the variant is reported to be spoken.

Code Variant Locations
azz Highland Puebla Chichiquila

Tatóscac
Zacatipan
Zautla

nch Central Huasteca Las Balsas
ncj Northern Puebla Cuaohueyalta

Masacoatlán
Tlaxpanaloya
Xaltepuxtla

ncl Michoacán Pómaro
ngu Guerrero Copalillo

Zitlala
nhe Eastern Huasteca Cuautenáhuatl

Ixcatepec
Jaltocan
Xochiatipan
Yahualica

nhi Western Sierra Tlalitzlipa
nhw Western Huasteca Casotipan

Macuilocatl
Tampacan
Tetlalpan

nhy Northern Oaxaca —
nsu Sierra Negra —

Table 2: A listing of the locations tested for mutual intel-
ligibility in Egland and Bartholomew (1978) as assigned
to specific variants and language codes. The variants nhy
and nsu did not appear in the report, but mutual intelli-
gibility scores are available from Ethnologue (Eberhard
et al., 2021).


