
Proceedings of the First Workshop on Natural Language Processing for Indigenous Languages of the Americas, pages 90–101
June 11, 2021. ©2021 Association for Computational Linguistics

90

Morphological Segmentation for Seneca

Zoey Liu
Boston College

ying.liu.5@bc.edu

Robbie Jimerson
Rochester Institute of Technology

rcj2772@rit.edu

Emily Prud’hommeaux
Boston College

prudhome@bc.edu

Abstract

This study takes up the task of low-resource
morphological segmentation for Seneca, a crit-
ically endangered and morphologically com-
plex Native American language primarily spo-
ken in what is now New York State and On-
tario. The labeled data in our experiments
comes from two sources: one digitized from
a publicly available grammar book and the
other collected from informal sources. We
treat these two sources as distinct domains
and investigate different evaluation designs for
model selection. The first design abides by
standard practices and evaluates models with
the in-domain development set, while the sec-
ond one carries out evaluation using a devel-
opment domain, or the out-of-domain devel-
opment set. Across a series of monolingual
and cross-linguistic training settings, our re-
sults demonstrate the utility of neural encoder-
decoder architecture when coupled with multi-
task learning.

1 Introduction

A member of the Hodinöhšöni (Iroquoian) lan-
guage family in North America, the Seneca lan-
guage is spoken mainly in three reservations lo-
cated in Western New York: Allegany, Cattaraugus
and Tonawanda. Seneca is considered acutely en-
dangered and is currently estimated to have fewer
than 50 first-language speakers left, most of whom
are elders. Motivated by the Seneca community’s
language reclamation and revitalization program, a
few hundred children and adults are actively learn-
ing and speaking Seneca as a second language.

To further facilitate the documentation process
of Seneca, recent years have witnessed the schol-
arly bridge between the language community and
academic research, taking advantage of rapidly
evolving technologies in natural language process-
ing (NLP) (Neubig et al., 2020; Jimerson and
Prud’hommeaux, 2018). In particular, ongoing

work has mainly been devoted to developing au-
tomatic speech recognition (ASR) systems for
Seneca (Thai et al., 2020, 2019). Their find-
ings demonstrated that when combined with syn-
thetic data augmentation and machine learning
techniques, robust acoustic models could be built
even with a very limited amount of recorded nat-
uralistic speech. More importantly, the research
output was incorporated into the Seneca people’s
documentation endeavors, illustrating the potential
of collaborations between language communities
and academic researchers.

The current study contributes to this line of re-
search with the same ethical considerations (Meek,
2012). Specifically, we focus on morphological seg-
mentation for Seneca, an area that has not yet been
investigated thus far. Given a Seneca word, the task
of morphological segmentation is to decompose it
into individual morphemes (e.g., hasgatgwë’s →

ha + sgatgwë’ + s).
With a series of in-domain, cross-domain and

cross-linguistic experiments, the goal of our work
is to build effective segmentation models that
can support the community’s ongoing language
reclamation and revitalization efforts. Particularly
for morphologically rich languages, it has been
shown that morphological segmentation is a use-
ful component in certain NLP tasks such as ma-
chine translation (Clifton and Sarkar, 2011), de-
pendency parsing (Seeker and Çetinoğlu, 2015),
keyword spotting (Narasimhan et al., 2014), and
automatic speech recognition (ASR) (Afify et al.,
2006). Given that Seneca is a highly polysynthetic
language (see Section 2), good morphological seg-
mentation models show promise for the develop-
ment of other computational systems such as ASR,
which would facilitate the documentation process
of the language itself.

Another motivation for our experiments lies
in the fact that previous research on morpho-
logical segmentation has mostly concentrated on
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Indo-European languages in high-resource set-
tings (Goldsmith, 2001; Goldwater et al., 2009;
Cotterell et al., 2016b), sometimes relying on exter-
nal large-scale corpora in order to derive morpheme
or lexical frequency information (Cotterell et al.,
2015; Ruokolainen et al., 2014; Lindén et al., 2009).
By contrast, work on morphological segmentation
of augmented low-resource settings or truly under-
resourced languages is lacking in general (Kann
et al., 2016). Hence demonstrations of what model
architecture and training settings could be bene-
ficial with data sets of very small size would be
informative to other researchers whose work shares
similar goals and ethical considerations as ours.

2 Data Statements

Following recently advocated scientific prac-
tices (Bender and Friedman, 2018; Gebru et al.,
2018), we would like to first introduce the data of
the indigenous languages to be explored.

The protagonist in our experiments is Seneca,
the data of which came from three sources: the
book The Seneca Verb: Labeling the Ancient Voice
by Bardeau (2007) 1, informal transcriptions pro-
vided by members from the community, and a re-
cently digitized Bible translated into Seneca. The
grammar book provides morphological segmenta-
tion for only verbs and the morpheme boundaries
were based on rules defined by grammarians. By
contrast, the informal sources contain labeled seg-
mentation for a mix of verbs and nouns conducted
by community speakers. The Bible offers only
unlabeled data.

One of the most distinct features of Seneca mor-
phology is that it is highly polysynthetic. This
means that a single word can consist of multi-
ple morphemes and may contain more than one
stem; and this single word is able to express the
meaning of a whole phrase or even sentences at
times (Aikhenvald et al., 2007; Greenberg, 1960).
As a demonstration, consider the following exam-
ple (the indicated morphological characteristics
here abide by the annotation standards of Sylak-
Glassman (2016)). Breaking the Seneca word into
individual morphemes, ye:nö is the stem which has
the verbal meaning of grab in present tense; the
prefix ke denotes that ye:nö is a transitive action,
with I being the subject and her/them being the
object; the single apostrophe ’ at the end marks the

1https://senecalanguage.com/
wp-content/uploads/Verb-Book-Vol.1.pdf

stative state.

(1) keyenö’

ke
I+her/them

yenö
grab

’
STAT

I’ve grabbed her/them.

A large number of words in Seneca have aggluti-
native morphological features, meaning when mul-
tiple morphemes are combined during word forma-
tion, their original forms remain unchanged. Con-
sider the example presented above again. When
the prefix and the stem are combined into the word,
neither of them goes through any phonological and
orthographic changes.

On the other hand, Seneca also has fusional
properties; this means that during the formation
of some words, the combining morphemes can un-
dergo phonological (and orthographical) changes.
As an illustration, consider the following word in
Seneca. When combining the four morphemes to-
gether, the masculine singular subject hra, the verb
stem k and the s that marks habitual state do not un-
dergo any changes; whereas the initial i is replaced
with í to make sure that the verbs or verb phrases
have at least two syllables (Chafe, 2015).

(2) íhrakis

i
it

hra
he

k
eat

s
HAB

He eats it.

In addition to Seneca, we include four Mexican
indigenous languages from the Yuto-Aztecan lan-
guage family (Baker, 1997) for our crosslinguisitic
training experiments: Mexicanero (888 words),
Nahuatl (1,123 words), Wixarika (1,385 words),
and Yorem Nokki (1,063 words). The data for
these languages contains morphological segmen-
tation that was initially digitized from the book
collections of Archive of Indigenous Language
(Mexicanero (Una, 2001), Nahuatl (de Suárez,
1980), Wixarika (Gómez and López, 1999), Yorem
Nokki (Freeze, 1989)). The data collection was car-
ried out by the authors of Kann et al. (2018) based
on the descriptions in their work, and their prepro-
cessed data sets are publicly available. The four
Yuto-Aztecan languages are also polysynthetic.

3 Related Work

The task of morphological segmentation has been
cast in distinct ways in previous work. One line of

https://senecalanguage.com/wp-content/uploads/Verb-Book-Vol.1.pdf
https://senecalanguage.com/wp-content/uploads/Verb-Book-Vol.1.pdf
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Language Location N. of speakers Domain Train Dev Test Total
Seneca Western New York 50 Grammar book 2,278 1,139 2,277 5,694

Ontario Informal sources 2,168 1,084 2,167 5,419
Bible - - - 8,588

Table 1: Descriptive information of the Seneca language and data.

research focuses on surface segmentation (Ruoko-
lainen et al., 2016), while the other attends to
canonical segmentation (Cotterell et al., 2016b).
Both involve correctly decomposing a given word
into distinct morphemes, which also typically in-
cludes words that stand alone as free morphemes.

Nevertheless, the two tasks differ in one key as-
pect: whether the combination 2 of the segmented
morpheme sequence stays true to the initial or-
thography of the word. For surface segmentation,
the answer is yes (e.g., Indonnesian dihapus →

di+hapus). On the other hand, canonical segmenta-
tion sometimes involves the addition and/or dele-
tion of characters from the surface form of the
initial word, in order to capture phonological or
orthographic characteristics of the component mor-
phemes when uncombined. For example, the word
measurable in English would be segmented as mea-
sure + able, recovering the orthographic e that was
lost during word formation.

For surface segmentation, both supervised and
unsupervised approaches have gained in popular-
ity over the years. Within the realm of supervised
methods, a large number of experiments have devel-
oped rule-based finite-state transducers (FST) (Ka-
plan and Kay, 1994) with weights usually deter-
mined by rich linguistic feature sets. The high func-
tionality of hand-crafted FST for morphological
analyses has been demonstrated for languages such
as Persian (Amtrup, 2003), Finnish (Lindén et al.,
2009), Semitic languages such as Tigrinya (Gasser,
2009) and Arabic (Beesley, 1996; Shaalan and
Attia, 2012), as well as various African lan-
guages (Gasser, 2011). Other work has shifted
to more data-driven machine learning techniques,
including but not limited to memory-based learn-
ing (van den Bosch and Daelemans, 1999; Marsi
et al., 2005), conditional random field models
(CRF) (Cotterell et al., 2015; Ruokolainen et al.,
2013, 2014), and convolutional networks (Sorokin
and Kravtsova, 2018; Sorokin, 2019).

Unsupervised methods have perhaps enjoyed a
2Here we used the term combination instead of concate-

nation, because surface segmentation is applicable to words
with concatenative morphology as well as those with non-
concatenative morphology.

longer history (Harris, 1955), with earlier stud-
ies relying on information-theoretic measures as
indexes of character-level predictability, which
were then used to determine morpheme bound-
aries (Hafer and Weiss, 1974). Later work such
as Linguistica (Goldsmith, 2001) and Morfes-
sor (Creutz and Lagus, 2002) applied the analyses
of Minimum Description Length for morpheme in-
duction (Rissanen, 1998; Poon et al., 2009). Gold-
water et al. (2009) developed Bayesian generative
models that would also take into account the con-
text of individual words, which were able to simu-
late the process of how children learn to segment
words given child-directed speech.

In contrast to surface segmentation, the prob-
lem of canonical segmentation has mainly been
addressed with supervised methods. Cotterell et al.
(2016b) extended a previous semi-CRF (Cotterell
et al., 2015) for surface segmentation to jointly
predict morpheme boundaries and orthographic
changes, leading to improved results for German
and Indonesian. With the same datasets, Kann et al.
(2016) adopted character-based neural sequence
models coupled with a neural reranker, presenting
further improvement from Cotterell et al. (2016b).
There has, however, been some unsupervised induc-
tion of canonical segmentation (see Hammarström
and Borin (2011) for a thorough review). For in-
stance, Dasgupta and Ng (2007) showed that cer-
tain spelling rules (e.g. insertion, deletion) derived
heuristically from corpus frequency were able to
handle orthographic changes during word forma-
tion. In comparison, Naradowsky and Goldwater
(2009) provided a Bayesian model that formulate
spelling rules probabilistically with character-level
contextual information; the simultaneous learning
process of both the rules and morpheme boundaries
in turn boosted segmentation performance.

Although Seneca has fusional morphological
features, meaning that certain morpheme bound-
aries within words are not necessarily clear-cut, the
Seneca morphological data currently does not pro-
vide labeled canonical segmentation. We therefore
focus on the task of surface segmentation.
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4 Experiments

4.1 Data preprocessing
As mentioned in Section 2, the labeled words for
Seneca came from both the verbal paradigm book
by Bardeau (2007) and informal sources. We
treated the two sources as separate domains and
constructed a dataset for each. The number of mor-
phemes per word on average in the grammar book
is 3.87 (95% confidence intervals: (3.86, 3.88); see
Section 4.4), which is slightly lower than that in
the informal sources (4.12 (4.10, 4.13)). On the
other hand, the number of unique morphemes is
much higher in the data from the informal sources
(N = 1,641) than that in the grammar book (N =
631). This difference in the amount of morpholog-
ical variation between the two domains raises the
expectation that with the same model architecture,
morphological segmentation of the words from the
informal sources is possibly more challenging.

For each data set, to construct the low-resource
settings, we set the train/dev/test ratio to be 2:1:2,
then randomly generated five splits for every
dataset with this ratio (Gorman and Bedrick,
2019). 3 We used the first random split of both
domains for model evaluation as well as selection
of training settings; the setting(s) eventually se-
lected would then be applied to data from each of
the five random splits to test the stability of the
model performance.

4.2 Evaluation design
We took advantage of the fact that the two data
sets for Seneca came from different domains by
investigating two experimental designs: evaluating
with a development set versus evaluating with a
development domain. The former carried out the
standard practices. When building models for mor-
phological segmentation of a particular domain,
only the in-domain training set would be (part of)
the training data for the models, along with possible
addition of training data from the other domain or
indigenous languages. The development set from
the same domain would be used to evaluate models
and the one(s) with the best performance would be
selected (e.g. segmentation for the grammar book
data using the development set of the grammar
book for evaluation).

However, realistically development sets are luxu-
ries to critically endangered languages (Kann et al.,

3Data, code, and models are available at https://
github.com/zoeyliu18/Seneca.

2019). To help with the documentation of these
languages more effectively, one would want to use
as much training data as possible, ideally from the
same domain or language. Yet acquiring more data
for languages like Seneca, whether with or with-
out manual annotations, faces extreme difficulty. It
requires not only extensive time and financial re-
sources, but also expertise from the very few native
speakers left, most of whom are elders.

To increase the utility of the already-limited data
for Seneca, we experimented with a second design
of using a development domain for model evalua-
tion. That is, for morphological segmentation of a
particular domain, the new in-domain training data
would be the concatenation of the initial training
set along with the development set from the same
domain. This new combination would be (part of)
the training data for the models. In this case the
development set of the other domain would then be
applied instead to evaluate model performance (e.g.
segmentation for the grammar book using the devel-
opment set of the informal sources for evaluation).
Again, the model(s) with the best performance on
the development domain would be selected.

Comparing the two designs, taking into account
the different configurations of the training data, it is
possible that evaluation with a development domain
would lead to different model architectures/settings
being selected. On the other hand, it is also pos-
sible that the same model architecture or setting
would be favored regardless of the particular de-
sign. In addition, because using a development
domain essentially means that there is more in-
domain training data, it remains to be seen whether
this evaluation design would achieve better results
when testing the stability of the model setting.

4.3 Model training

We experimented with three general settings: in-
domain training, cross-domain training, and cross-
linguistic training. For all settings, we adopted
character-based sequence-to-sequence (seq2seq)
recurrent neural network (RNN) (Elman, 1990)
trained with OpenNMT (Klein et al., 2017). This
model architecture has been previously demon-
strated to perform well for polysynthetic indige-
nous languages (Kann et al., 2018).

In cases where applicable, we also compared the
performance of the neural seq2seq models to unsu-
pervised Morfessor 4 (Creutz and Lagus, 2002). In

4In preliminary experiments, semi-supervised Morfes-

https://github.com/zoeyliu18/Seneca
https://github.com/zoeyliu18/Seneca
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what follows, we describe the details of the seq2seq
models in each training setting.

4.3.1 In-domain training
Naive baseline Our first baseline applied
the default parameters in OpenNMT — an
encoder-decoder long-short term memory model
(LSTM) (Hochreiter and Schmidhuber, 1997) with
the attention mechanism from Luong et al. (2015).
All embeddings have 500 dimensions. Both the
encoder and the decoder contain two hidden layers
with 500 hidden units in each layer. Training was
performed with SGD (Robbins and Monro, 1951)
and a batch size of 64.

Abiding by our experimental designs, for all the
baseline models, when evaluating with the devel-
opment set, the in-domain training data came from
just the training set. By contrast, when evaluating
with the development domain, the in-domain train-
ing data was the concatenation of the training and
the development sets.

Less naive baseline Going beyond the default
settings in the first baseline, our second baseline ex-
perimented with different combinations of parame-
ter settings and attention mechanisms (Bahdanau
et al., 2015):

• RNN type: LSTM / GRU

• embedding dimesions: {128, 300, 500}

• hidden layers: {1, 2}

• hidden units: {128, 300, 500}

• batch size: {16, 32, 64}

• optimizer: SGD / ADADELTA (Zeiler, 2012)

These models were trained and evaluated in the
same way as the first baseline. Based on results
from either the development set or the develop-
ment domain (after statistical tests; see Section 4.4),
the model architecture that was selected was an
attention-based encoder-decoder (Bahdanau et al.,
2015), where the encoder is composed of a bidirec-
tional GRU while the decoder consists of a unidi-
rectional GRU. Both the encoder and the decoder
have two hidden layers with 100 hidden states in
each layer. All embeddings have 300 dimensions.
Training was performed with ADADELTA and a
batch size of 16.
sor (Kohonen et al., 2010) was also explored; yet the per-
formance was worse than the unsupervised method. Thus
we eventually chose the unsupervised variant for systematic
comparisons with the seq2seq models.

4.3.2 Cross-domain training
With the model architecture of our less naive base-
line, we turned to our cross-domain training exper-
iments using four different methods.

Self-training The first method utilized self-
training (McClosky et al., 2008) and resorted to the
unlabeled words from the Bible, which were first
automatically segmented with the second baseline
model from in-domain training. These words were
then added to the in-domain training data given
each of the two evaluation designs (Section 4.2).

Multi-task learning The second method ap-
plied multi-task learning (Kann et al., 2018). In this
case, in addition to the task of morphological seg-
mentation, we added a new task where the training
objective is to generate output that is identical to
the input. In the seq2seq model, the decoder does
not always generate every character in the input
sequence, which prevents accurate morphological
segmentation of the full word. Thus the ulterior
goal of this additional task is simple yet important:
helping the model learn to copy.

In particular, words from the in-domain training
data were used for the segmentation task, while
words from the Bible were used for mapping input
to output. Every word in the eventual training data
was appended with a task-specific input symbol.
For instance, let X represent the task of morpho-
logical segmentation, Y the task of mapping input
to output, the goal of the model is to jointly perform
the following :

• ëwënötgëh + X → ë + wën + ötgëh

• oiwa’ + Y → oiwa’

Transfer learning The third method adopts do-
main transfer learning. Consider morphological
segmentation of the grammar book as an exam-
ple. When using a development set, the in-domain
training data, which includes only the training set
of the grammar book, would be combined with
all data from the informal sources. On the other
hand, when using a development domain, the in-
domain training data, which includes the training
and development sets of the grammar book, would
be concatenated with just the training and test sets
from the informal sources.

Fine-tuning With the model trained from trans-
fer learning, we fine-tuned it further with in-domain
training data.

One point to note is when evaluating with a de-
velopment domain, we expected that the model
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trained with domain transfer learning (with fine-
tuning) would yield the best results. However, these
results would not be directly informative about
whether this setting is indeed better than the others,
the latter of which only included in-domain training
data. Hence for this particular evaluation design,
while we still carried out the domain transfer ex-
periments for consistency, we selected models only
based on the other training settings.

4.3.3 Cross-linguistic training
In order to examine whether data from other
polysynthetic languages would improve model per-
formance, we carried out cross-linguistic training
with three different settings: multi-task learning,
transfer learning (Kann et al., 2018), and fine-
tuning. These settings are similar to those in cross-
domain training, except that the data from the four
Mexican languages was used as additional training
data instead of the Bible or out-of-domain data.

4.4 Metrics

Three measures were computed as indexes of
model performance (Cotterell et al., 2016a; van den
Bosch and Daelemans, 1999): full form accu-
racy, morpheme F1, and average Levenshtein dis-
tance (Levenshtein, 1966). Significance testing
of each metric was conducted with bootstrap-
ping (Efron and Tibshirani, 1994). As an illustra-
tion, take full form accuracy as an example. After
applying a model to the development set (or do-
main) with a total of N words, we: (1) randomly
selected N words from the development set with
replacement; (2) calculated the full form accuracy
of the selected sample; (3) repeated step (1) and (2)
for 10,000 iterations, which yielded an empirical
distribution of full form accuracy; (4) measured the
mean and the 95% confidence interval (CI) of the
empirical distribution.

5 Results

5.1 Evaluation with development set

For evaluation, we considered a training setting to
be better than another based on at least one of the
three metrics calculated. As presented in Table 2,
when evaluating with the development set, it ap-
pears that for the grammar book, the simple less
naive baseline with careful parameter tuning is able
to yield excellent performance, while other more
complicated training configurations such as includ-
ing additional out-of-domain data do not lead to

further improvement (no significant differences in
the results). Therefore we chose the less naive base-
line from in-domain training for the final testing
given its simplicity and average score for each of
the three metrics.

By contrast, with the same training settings, the
models show weaker performance for informal
sources. This corresponds to our initial expecta-
tion that due to the higher number of unique mor-
phemes in informal sources, accurately labeling
the boundaries of these morphemes would be com-
paratively more challenging. Similar to results for
the grammar book, none of the other training con-
figurations seems to significantly surpass the two
baselines. With that being said, we selected the
cross-linguistic training with multi-task learning
for the final testing, again because it has the best
average score for each of the three measures.

5.2 Evaluation with development domain

On the other hand, when evaluating with the de-
velopment domain, as shown in Table 3, almost
all other training configurations appear to be bet-
ter than the two baselines, a pattern that holds for
data from the grammar book as well as that from
the informal sources. When compared to the two
baselines, while the other settings do not show sig-
nificant improvement in terms of accuracy or F1
score, the average Levenshtein distance is shorter
when the models are trained with multi-task learn-
ing and/or additional cross-linguistic data. Given
the results, for both the grammar book and the infor-
mal sources, we selected cross-domain multi-task
learning as the setting for final model testing.

Combining the results from Table 2 and Table 3
together, it appears that regardless of the particular
evaluation design, in any of the settings where un-
supervised Morfessor is applicable (Creutz and La-
gus, 2002), the neural encoder-decoder models con-
sistently yielded significantly better performance
in relation to all three measures. This observation
also speaks to previous findings from Kann et al.
(2018), except that they adopted semi-supervised
variants of Morfessor.

Comparing the segmentation results from the
seq2seq models to those from Morfessor, overall
there does not seem to be aspects where the latter
systematically falls short, in the sense that the seg-
mentation patterns by Morfessor are more or less
“all over the place". One potential explanation lies
in the fact that in both our data sets, the majority of
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Grammar book Models Accuracy F1 Avg. Distance better than Morfessor? Selected?
In-domain naive baseline 86.03 93.10 0.39 Yes

less naive baseline 91.92 95.96 0.21 Yes ✓

Cross-domain self-training 89.98 95.04 0.26 Yes

multi-task learning 91.38 95.78 0.21 Yes

transfer learning 86.02 92.54 0.39 Yes

fine-tuning 88.68 94.21 0.29

Cross-linguistic multi-task learning 91.06 95.50 0.22 Yes

transfer learning 90.00 95.15 0.24 Yes

fine-tuning 90.16 95.22 0.24

Informal sources
In-domain naive baseline 69.99 84.47 0.96 Yes

less naive baseline 71.38 85.27 0.86 Yes

Cross-domain self-training 70.05 84.74 0.87 Yes

multi-task learning 72.04 85.38 0.83 Yes

transfer learning 67.42 82.50 0.98 Yes

fine-tuning 69.27 83.79 0.92

Cross-linguistic multi-task learning 73.51 86.04 0.78 Yes ✓

transfer learning 70.95 85.19 0.83 Yes

fine-tuning 71.39 85.35 0.82

Table 2: Model training and evaluation with the development set. The value of each metric for every model was
compared to those of the two baselines; boldface indicates significant differences from both baselines, derived by
comparing their respective 95% CI after bootstrapping. Selected training setting for model testing is checkmarked.

Grammar book Models Accuracy F1 Avg. Distance better than Morfessor? Selected?
In-domain naive baseline 11.43 40.32 5.90 Yes

less naive baseline 12.35 40.77 4.01 Yes

Cross-domain self-training 13.38 42.96 3.77 Yes

multi-task learning 14.66 42.97 3.24 Yes ✓

Cross-linguistic multi-task learning 12.54 41.63 3.28 Yes

transfer learning 15.12 40.89 3.40 Yes

fine-tuning 15.52 41.15 3.40
Informal sources

In-domain naive baseline 10.18 44.16 4.58 Yes

less naive baseline 12.97 45.38 3.66

Cross-domain self-training 12.92 45.08 3.31 Yes

multi-task learning 16.59 47.79 2.97 Yes ✓

Cross-linguistic multi-task learning 14.65 45.91 3.15 Yes

transfer learning 13.61 45.07 3.07 Yes

fine-tuning 13.61 45.24 3.06

Table 3: Model training and evaluation with the development domain. The value of each metric for every model
was compared to those of the two baselines; boldface indicates significant differences from both baselines, de-
rived by comparing their respective 95% CI after bootstrapping. Selected training setting for model testing is
checkmarked.
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Figure 1: Model testing results given different evaluation designs; error bars indicate 95% CI after bootstrapping.

the words have a frequency of one (95.28% for the
grammar book; 95.57% for the informal sources).
On the other hand, successful segmentation by
unsupervised Morfessor relies heavily on the fre-
quency of a given word and accordingly the number
of overlapping or common morphemes shared by
different words, whether the occurrence frequency
information was computed from the training data
or from additional unlabeled data. In addition to
the complex morphological features of Seneca and
the high frequency of unique morphemes in the
two data sets used in our experiments, the Bible
dataset, despite containing more unlabeled words,
is still relatively small (N = 8,588), and thus is not
especially useful for deriving frequency estimates.

5.3 Testing

For both the grammar book and the informal
sources, we tested the stability of the selected

model settings across the five random splits (Sec-
tion 4.1). With each random split, we trained a
model following the selected setting for each of the
evaluation designs; the model was then applied to
the test set of the random split.

Based on Figure 1, within each evaluation de-
sign, the test performance of the model setting is
stable across the random splits. Morphological seg-
mentation of data from the grammar book was able
to achieve consistently better results than that for
the informal sources. Regardless of the data source,
while there does not appear to be significant dif-
ferences in model performance between the two
evaluation designs, comparing to using a develop-
ment set, evaluating with a development domain
led to slight improvement of average scores for
each of the three metrics.
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6 Conclusions and Future Work

We have investigated morphological segmentation
for Seneca, an indigenous Native American lan-
guage with highly complex morphological charac-
teristics. In a series of in-domain, cross-domain,
and cross-linguistic training settings, the results
demonstrate that neural seq2seq models are quite
effective at correctly labeling morpheme bound-
aries, at least at the surface level. With the two
evaluation designs explored here, the model set-
tings were able to achieve above 96% F1 score for
data from the grammar book, and above 85% for
the informal sources.

Many of the languages indigenous to North
America are as endangered as Seneca and have
available resources comparable in both size and
scope to those used in the current work. Our thor-
ough investigation of how to effectively integrate
these limited and varied resources can potentially
serve as a model for other community-driven col-
laborations to document endangered languages for
future generations, and to produce materials suit-
able for language immersion and revitalization. For
our future work, in addition to refining and improv-
ing our models, we also plan to explore the utility
of morphological segmentation for improving lan-
guage modeling in ASR. This would be able to
support transcription of both archival recordings
and new recordings captured by community mem-
bers involved in language revitalization projects.
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