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Abstract

The wanton spread of hate speech on the in-
ternet brings great harm to society and fami-
lies. It is urgent to establish and improve au-
tomatic detection and active avoidance mecha-
nisms for hate speech. While there exist meth-
ods for hate speech detection, they stereotype
words and hence suffer from inherently biased
training. In other words, getting more affec-
tive features from other affective resources will
significantly affect the performance of hate
speech detection. In this paper, we propose
a hate speech detection framework based on
sentiment knowledge sharing. While extract-
ing the affective features of the target sentence
itself, we make better use of the sentiment fea-
tures from external resources, and finally fuse
features from different feature extraction units
to detect hate speech. Experimental results on
two public datasets demonstrate the effective-
ness of our model.

1 Introducon

With the prevalence of mobile Internet and social
media, phenomena such as the malicious spread
of hate speech have gradually become widespread.
This often has incalculable consequences and has
become a serious social problem. How to quickly
and accurately detect hate speech automatically,
and then better intervene to prevent it has become
one of the hot research issues in the field of nat-
ural language processing. The automatic detec-
tion of hate speech can prevent the viral spread of
hate speech, thereby reducing the malicious spread
of cyberbullying and harmful information. In the
field of public opinion analysis, monitoring and
intervention, hate speech detection has extensive
value in application.
In recent years, the hate speech detection has

been paid more attention, and many research re-
sults have appeared. However, the task is quite
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challenging due to the inherent complexity of the
natural language constructs. Most of the existing
works revolves either around rules (Krause and
Grassegger, 2016) or manual feature extraction
(Gitari et al., 2015). Rule-based methods do not in-
volve learning and typically rely on a pre-compiled
list or dictionary of subjectivity clues (Haralam-
bous and Lenca, 2014). Chen et al. (2012) pro-
posed a variety of linguistic rules to determine
whether a sentence constitutes hate speech or not.
For example, if a second-person pronoun and a
derogatory word appear at the same time, such as
“<you, gay>”, the sentence is judged to be insult-
ing. This type of method not only requires manual
formulation of rules, but also requires dictionaries
of derogatory words. There have also been many
attempts to detect hate speech using traditional ma-
chine learning methods. Mehdad and Tetreault
(2016) extracted the n-gram, character-level and
sentiment features of text and used support vector
machines (SVM) to detect hate speech. However,
artificial features can only reflect the shallow fea-
tures of text and cannot understand content from
the deep semantic features.
Deep learning methods have been widely used

in the field of hate speech detection and have
achieved good performance (Badjatiya et al., 2019;
Qian et al., 2018) in recent years. Wang (2018)
compared the performance of various neural net-
work models in detecting hate speech and used vi-
sualization techniques to give the models better in-
terpretability. The semantics of hate speech con-
tains a strong negative sentiment tendency. The
deep learning methods of predecessors often only
used pre-trained models or deeper networks to ob-
tain semantic features, ignoring the sentiment fea-
tures of the target sentences and external sentiment
resources, which also makes the performance of
neural networks unsatisfactory in hate speech de-
tection.
To overcome the weaknesses of previous works,
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we propose a hate speech detection framework
based on sentiment knowledge sharing (SKS)1.
Our intuition is that most hate speech contains
words with strong negative emotions, which are
usually the most direct clues to hate speech. Mean-
while, as claimed by Davidson et al. (2017), lex-
ical detection methods tend to have low preci-
sion because they classify all messages contain-
ing particular terms as hate speech. Therefore, we
hope to make better use of external sentiment re-
sources so that the model can learn sentiment fea-
tures and share them, which will greatly affect the
performance of hate speech detection. In addi-
tion, inspired by the recent MoE layer (Shazeer
et al., 2017) and theMulti-gateMixture-of-Experts
(MMoE) model (Ma et al., 2018), we use multiple
feature extraction units and use a gated attention
mechanism to fuse features. The main contribu-
tions of this work are summarised as follows:
(1) In view of the lack of the use of sentiment in-

formation in previous works, we not only integrate
the derogatory words of target sentences into the
neural network, but also use multi-task learning to
make the model learn and share external sentiment
knowledge.
(2) In order to better capture shared task or task-

specific information, we propose a new framework
which uses multiple feature extraction units where
each extraction unit uses the multi-head attention
mechanism and a feedforward neural network to
extract features, and finally uses gated attention
fuse features.
(3) Experimental results on the SemEval-2019

task-5 and Davidson datasets demonstrate that our
method achieves state-of-the-art performance com-
pared with strong baselines, and then further de-
tailed examples verify the effectiveness of our pre-
sented model for hate speech detection.

2 Related Work

Hate speech is very dependent on the nuance of
language. Even if it is manually distinguished
whether certain sentences contain hate seman-
tics, consensus is rare (Waseem, 2016). Re-
cently, automatically detecting hate speech has
been widely studied by researchers. In this
section, we will review related works on tra-
ditional machine learning-based methods, deep
learning-based methods, and multi-task learning-
based methods of hate speech detection.

1Code is available at https://github.com/1783696285/SKS.

Machine learning-based methods based on fea-
ture engineering are widely used in the field of hate
speech detection. Malmasi and Zampieri (2018)
provided empirical evidence that n-gram features
and sentiment features can be successfully applied
to the task of hate speech detection. Rodríguez
et al. (2019) constructed a dataset of hate speech
from Facebook, and proposed a rich set of senti-
ment features, including negative sentiment words
and negative sentiment symbols, to detect hate
speech. Del Vigna12 et al. (2017) used the senti-
mental value of words as the main feature to mea-
sure whether a sentence constitutes hate speech.
Gitari et al. (2015) designed several sentiment fea-
tures and achieved good performance in experi-
ments. Previous studies have shown that sentiment
features play an important role in hate speech de-
tection.

Recently, deep learning-based methods have
garnered considerable success in hate speech detec-
tion. Zhang et al. (2018) fed input into a convolu-
tional neural network (CNN) and a gated recurrent
unit (GRU) to learn higher-level features. Kshir-
sagar et al. (2018) proposed a transformed word
embedding model (TWEM), which had a simple
structure but can achieve better performance than
many complex models. Badjatiya et al. (2019)
found that due to the limitation of the training set,
the deep learning model would have “bias” and he
designed and implemented a “bias removal” strat-
egy to detect hate speech. Tekiroglu et al. (2020)
constructed a large-scale dataset based on hate
speech and its responses and used the pre-trained
language model, GPT-2, to detect hate speech. Ob-
viously, deep learningmodels can extract the latent
semantic features of text, which can provide the
most direct clues for detecting hate speech.

Multi-task learning can learn multiple related
tasks and share knowledge at the same time. In
recent years, there have been some achievements
in the field of hate speech detection. Kapil and
Ekbal (2020) proposed a deep multi-task learning
(MTL) framework to leverage useful information
from multiple related classification tasks in order
to improve the performance of hate speech detec-
tion. Liu et al. (2019) introduced a novel formu-
lation of a hate speech type identification prob-
lem in the setting of multi-task learning through
their proposed fuzzy ensemble approach. Ousid-
houm et al. (2019) presented a new multilingual
multi-aspect hate speech analysis dataset and used
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Figure 1: The overall framework of our proposed Hate Speech Detection based on Sentiment Knowledge Shar-
ing(SKS).

it to test the current state-of-the-art multilingual
multitask learning approaches. Ousidhoum et al.
(2019) proposed BERT-based multi-task learning
for offensive language detection. Some studies
have shown that multi-task learning can improve
the performance and generalization ability of mod-
els in hate speech detection by using the correlation
between the task of sentiment analysis and hate
speech detection.

3 Methodology

In this section we introduce our model, SKS. Our
model is able to improve hate speech detection by
considering both target sentence sentiment and ex-
ternal sentiment knowledge.
The overall architecture of SKS is shown in Fig-

ure 1. The framework consists mainly of three lay-
ers: 1) Input layer. In order to better obtain the
sentiment features of the sentence itself, we use a
derogatory words dictionary to judge whether each
word is a hate word, and then append the category
information to the word embedding. 2) Sentiment
knowledge sharing layer. Since sentiment analy-
sis and hate speech detection are highly correlated,
we use the multi-task learning framework to model
task relationships and learn task-specific features
to take advantage of shared sentiment knowledge.

We use multiple feature extraction units composed
of a multi-head attention layer and a feedforward
neural network. 3) Gated attention layer. A gated
attention mechanism is used to output the probabil-
ity that the feature extraction unit is selected. Fi-
nally, a feedforward neural network is used to de-
tect hate speech.

3.1 Input Layer

Hate speech often contains obvious negative sen-
timent words because of the strong negative senti-
ment.
exp1: Go fucking kill yourself and die already

useless ugly pile of shit scumbag.
The words “fucking”, “ugly”, and “shit scum-

bag” in exp1 are all obviously insulting and offen-
sive, and they contain strong negative sentiment.
Obviously, whether the word in the target sentence
is a derogatoryword is themost direct clue to judge
hate speech. Therefore, paying attention to captur-
ing derogatory words in a sentence can help us im-
prove hate speech detection.
Word Embedding. Word Embedding is based

on distributed assumptions and mapped words into
a high dimension feature space and maintaining
the semantic information. For each target sentence
S = {w1, w2, , wN}, we transform each token wi
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into a real valued vector xi using word embedding,
where xi ∈ Rd is the word vector, d is dimensions
of word vectors.
Category Embedding. Our work is strongly

based on the intuition that hate speech arises from
derogatory words. In other words, some specific
words that are extremely insulting will make a
greater contribution to judging hate speech. There-
fore, we have established a derogatory word dic-
tionary. The vocabulary comes from Wikipedia2
and another website3, including Hate Speech, Dis-
ability, LGBT, Ethnic, and Religious, with 5 cate-
gories. Since the vocabulary contains 2 or 3 word
phrases, when judging whether it is a dirty word,
we use n-gram, n ∈ [1,2,3].
The derogatory word dictionary is used to divide

tweet into two categories, either containing deroga-
tory words or not containing derogatory words,and
then assign the two categories to each word in the
tweet. The category of each word is initialized ran-
domly as vector C = (c1, c2, , cn), ci ∈ Rd′ .
Since the common word embedding representa-

tions exhibit a linear structure, that makes it possi-
ble to meaningfully combine words by an element-
wise addition of their vector representations. In or-
der to better take advantage of information within
derogatory words, we append the category repre-
sentation to each word embedding. The embed-
ding of a word xi for a category embedding ci is
x

′
i = xi ⊕ ci, where ⊕ is the vector concatenation

operation.

3.2 Sentiment Knowledge Sharing Layer

Due to the influence of different countries, regions,
religions and cultures, insulting meanings in many
languages are hidden in the underlying semantics,
rather than just reflected in sentiment words.
exp2: Jews are lower class pigs.
exp3: i’m so fucking ready!
There are no obvious negative sentiment words

in exp2, but the sentence constitutes hate speech.
Although “pig” is a neutral word, most people
equate the word “pig” with stupid and clumsy.
Comparing “Jews” and “pig” is obviously an insult
to “Jews”. Latent semantics and common sense
of sentiment are the keys to correctly judging the
sentence. Exp3 contains the word “fucking” with
a strong negative sentiment. This word often ap-
pears in hate speech. However, in this sentence,

2https://www.wikipedia.org/
3https://www.noswearing.com/

“fucking” does not specifically refer to a person,
but is just an adverb of degree, which strengthens
the tone. It is not hate speech. It can be seen from
the above example that although hate speech often
contains negative sentiment words, only using the
sentiment information of the target sentence itself
to detect hate speech often makes it difficult to ob-
tain satisfactory performance.
Deep learning methods require a large amount

of labelled data for supervised learning, which
needs more human effort and prior knowledge of
this particular task. High-quality annotation data
is scarce in hate speech detection, which makes
the task stereotype words and hence suffer from
inherently biased training. Sentiment analysis re-
search has been carried out for many years, and
there are abundant high-quality labelled datasets.
There is a high degree of correlation between two
tasks, and multi-task learning can use the correla-
tion between multiple tasks to improve the perfor-
mance and generalization ability of the model in
each task. Therefore, we adopt a multi-task learn-
ing method for sentiment knowledge sharing, so as
to better extract sentiment features and apply them
to hate speech detection.
The framework of multi-task learning widely

uses a shared-bottom structure, and different tasks
share the bottom hidden layer. This structure can
essentially reduce the risk of overfitting, but the ef-
fect may be affected by task differences and data
distribution. We adopt the framework structure of
Mix-of-Expert (MoE). The MoE layer has multi-
ple identical feature extraction units, which share
the output of the previous layer as input and out-
puts to a successive layer. Then, the whole model
is trained in an end-to-end way. Our feature extrac-
tion units layer is composed of a multi-head atten-
tion layer and two feed forward neural networks.
Multi-head Attention Layer. The self-

attention mechanism connects any two words in
a sentence by calculating the semantic similarity
and semantic features of each word in the sen-
tence and other words so as to better obtain the
long-distance dependency. The multi-head self-
attention proposed by Vaswani et al. (2017) is used
in this section. For a given query Q ∈ R(n1×d1),
key K ∈ R(n1×d1), value V ∈ R(n1×d1), we use
the dot product to calculate attention parameters.
The formula is as follows:

Attention(Q,K,V) = softmax

(
QKT

d1

)
V (1)
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where d1 is the number of hidden layer unites.
The multi-head attention mechanism maps the

input vector X to query, key, and value using lin-
ear changes. In our task, key=value. Then, the
model learns the semantic features between words
through the l-time attention. For the i-th attention
head, let the parameter matrix WQ

i ∈ Rn1× d1
l ,

WK
i ∈ Rn1× d1

l ,WV
i ∈ Rn1× d1

l , we use the dot
product to calculate the semantic features between
them:

Mi = Attention(QWQ
i ,KWK

i ,VWV
i ) (2)

The vector representation obtained by the multi-
head attention mechanism is concatenated to ob-
tain the final feature representation:

Hs = concat (M1,M2, . . . ,Ml)Wo (3)

Pooling Layer. Shen et al. (2018) used maxi-
mum pooling and average pooling to fuse features.
Experimental results showed that the performance
of this method is significantly better than using a
single pooling strategy. Therefore, we use maxi-
mum pooling and average pooling at the same time.
The formula is as follows:

Pm = Pooling_max (Hs) (4)

Pa = Pooling_average (Hs) (5)

Ps = concat (Pm,Pa) (6)

3.3 Gated Attention
Gated attention can learn to select a subset of the
feature extraction units to use, conditioned on the
input. For different tasks, the weight selection of
the model is different, so each task has a Gate. The
output of a specific gate k represents the probabil-
ity of a different feature extract unit being selected,
and multiple units are weighted and summed to ob-
tain the final representation of the sentence, which
will be passed into the exclusive layer of the task.
Our gating unit has the same structure as the fea-
ture extraction unit. The formula is as follows:

gk(x) = softmax (Wgn ∗ gate (x)) (7)

fk(x) =

n∑
i=1

gk(x)ifi(x) (8)

Dataset total Classes

SE 11,971 hate (5,035)
non-hate (6,936)

DV 24,783 hate (1,430)
non-hate (23,353)

SA 31,962 negative(2,242)
positive(29,720)

Table 1: Statistics of datasets used in the experiment.

yk = hkfk(x) (9)

where k is the number of tasks and h is the hidden
layer representation.

3.4 Model Training
For training process, the whole parameters can be
optimized from our networks. Then, cross entropy
is applied with L2 regularization as the loss func-
tion, which is defined as:

loss = −
∑
i

∑
j

yji log ŷ
j
i + λ∥θ∥2 (10)

where i is the index of sentences, j is the index of
class, λ is the L2 regularization term, θ is the pa-
rameter set.

4 Experiments

In this section, we first introduce the datasets and
evaluation metrics. Then we compare the perfor-
mance of our model with several strong baselines.
Finally, a detailed analysis is given.

4.1 Datasets and evaluation metrics
We try to explore whether sharing sentiment
knowledge can improve the performance of hate
speech detection. Therefore, two public hate
speech datasets and one sentiment dataset is used
in our experiment. The details of the datasets are
shown in Table 1.
SemEval2019 task5 (SE) (Basile et al., 2019).

The SE comes from SemEval 2019 task 5, and sub-
task A is hate speech detection. The dataset is
divided into three subsets. The training contains
9000 cases, the validation contains 1000 cases, and
the test contains 2971 cases.
Davidson dataset (DV) (Davidson et al., 2017).

The DV dataset was constructed by Davidson who
implemented aweb-based bootstrapping algorithm
to automatically collect a large number of hate
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speech examples from Tweets. This is an unbal-
anced dataset with less hate speech.
Sentiment Analysis (SA)4. The SA is a sen-

timent dataset from Kaggle2018. The SA con-
tains more positive cases, but fewer negative cases.
Since the test set is unlabelled, we only use the
training set.
For comparison with baseline methods, Accu-

racy (Acc) and F-measure (F1) are used as eval-
uation metrics in our hate speech detection.

4.2 Training Details
In SemEval2019 evaluation, the performance of
the test set is the final result. To compare with pub-
lished papers, the results of the test set are used on
the dataset and we use Acc and micro F1 as met-
rics. For the DV dataset, we use a 5-fold cross-
validation method to measure the performance of
the proposed model. To compare with previous
works, We report results of DV using the standard
Accuracy and weighted F1.
In our experiments, for the input layer, all word

vectors are initialized by Glove Common Crawl
Embeddings (840B Token), and the dimension is
300. The category embeddings are initialized ran-
domly, and the dimension is 100. For the senti-
ment knowledge sharing layer, the multi-head at-
tention has 4 heads. The first Feed-Forward net-
work has one layer with 400 neurons and the sec-
ond has two layers with 200 neurons. The dropout
is used after each layer, and the rate is 0.1. The op-
timizer is RMSprop, and the learning rate is 0.001.
The models are trained by a mini-batch of 512 in-
stances. To prevent overfitting, we use the learning
rate decay and early stop in the training process.

4.3 Comparison with Baselines
We compare our proposed model with several
strong baselines:
SVM. It is proposed by Zhang et al. (2018) and

Basile et al. (2019). The author implemented sev-
eral features, such as n-gram, misspellings, deroga-
tory words.
LSTMandGRU. Themethod was proposed by

Ding et al. (2019). LSTM and GRU were used to
extract the features of target sentences.
CNN-GRU. Zhang et al. (2018) employed word

embedding and learnt the latent semantic repre-
sentations through a hybrid neural network CNN-
GRU.

4https://www.kaggle.com/dv1453/twitter-sentiment-
analysis-analytics-vidya

BiGRU-Capsule. This baseline was proposed
by Ding et al. (2019). Two-layer BiGRU and a cap-
sule layer were used to detect hate speech.
Universal Encoder. It was proposed by In-

durthi et al. (2019). The author used sentence em-
beddings, such as lexical vectors and deep con-
textualized word representations, to detect hate
speech.
BERT and GPT. They were proposed by Ben-

balla et al. (2019). The pre-trained model BERT
and GPT were used to capture the features to de-
tect hate speech.
SKS. SKS is our proposed model which detects

hate speech based on sentiment knowledge shar-
ing.
The overall performance comparison of SKS is

shown in Table 2. From Table 2, we can see that:
(1) Overall, the performance of the model is

quite different on the two datasets. For the DV
dataset, the F1 value is about 90%, while for the
SE dataset, the F1 value is less than 60%. This is
mainly because there are few negative examples in
teh DV, and the model does not learn enough use-
ful features. Furthermore, the nuance of the lan-
guage can significantly affect the performance of
the model.
(2) The performance of SVM based on features

is much worse than the neural network. Espe-
cially on the SE dataset, performance is unaccept-
able. This indicates that the neural network can
better capture the semantic relationships of words
for hate speech detection.
(3) The performance of the hybrid neural net-

work is better than the simple Recurrent Neural
Network (RNN). Compared with the traditional
RNNs, such as LSTM and so on, whether CNN-
GRU or BiGRU-capsule, its performance has a
small improvement. By stacking a layer of a neu-
ral network onto another, a deep learning model
is helpful for better learning of high-level features.
The traditional RNNs, such as LSTM and GRU,
have almost the same performance.
(4) BERT achieves better performance on the

DV dataset. However, both BERT and GPT
achieve worse performance on the SE dataset. The
experimental results show that the pre-training
model is very dependent on the training data. For
the specific field, it is difficult to provide good fea-
ture representations without suitable and sufficient
data.
(5) Our proposed method, SKS, achieves the
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Model DV SE
Acc F1(wei) Acc F1(macro)

SVM* - 87.0 49.2 45.1
LSTM* 94.5 93.7 55.0 53.0
GRU* 94.5 93.9 54.0 52.0
CNN-GRU* - 94.0 62.0 61.5
BiLSTM* 94.4 93.7 53.5 51.9
BiGRU_Stacked* - - 56.0 54.6
USE_SVM* - - 65.3 65.1
BERT* 94.8 95.8 - 48.8
GPT* - - - 51.5
SKS 95.1 96.3 65.9 65.2

Table 2: Comparison with existing methods. The results with superscript * are imported from the literature. The
best results in each type are highlighted.

Model DV SE
Acc F1(wei) Acc F1(macro)

-sc 94.0 94.0 59.6 59.3
-s 94.5 94.3 61.3 61.3
SKS 95.1 96.3 65.9 65.2

Table 3: the results of ablation experiments The best
results in each type are highlighted.

best performance for F1. Compared with other
neural networks, including LSTM, GRU and BiL-
STM, the F1 value of SKS is increased by nearly
3% on the DV dataset, and on the SE dataset, the
performance of SKS greatly improves to nearly
10%. Even compared with the strong baseline
model, universal encoder, our model is superior.
The SKS is easier to implement and has fewer pa-
rameters.

4.4 Ablation Experiments

We then analyze the influence of different parts
of our model. The results are shown in Table 3,
where “–sc” denotes ablation of sentiment knowl-
edge sharing and the category embedding. Simi-
larly, “-s” means that sentiment data is not used as
input for the model, and it only uses category em-
bedding.
Based on the results in Table 3, we can see that:

1) The performance on the two datasets decreases
significantly with the model ablation of sentiment
knowledge sharing and category embedding. How-
ever, the performance of the model is better than
the existing hybrid neural networks. It is shown
that this framework can better learn the latent se-
mantic features of the target sentence. 2) The per-

Model DV SE
Acc F1(wei) Acc F1(macro)

no-gate 94.8 95.9 64.7 64.3
SKS 95.1 96.3 65.9 65.2

Table 4: the influence of gated attention.

formance of our model is improved slightly when
the category embedding is used. The main rea-
son is that the information of derogatory words is
highly related to hate speech, but it will also make
the model too sensitive. Therefore, the direct ex-
traction of derogatory words’ sentiment features
has a limited impact on the performance. 3) SKS
outperforms the other models, which proves the
effectiveness of sentiment knowledge sharing di-
rectly.
We also analyse the role of gated attention in

our model. As shown in Table 4, the performance
of the model is further improved on both datasets
when the gated attention is used. This framework
is able to model the task relationships in a sophisti-
cated way by deciding how the separations result-
ing from different gates overlap with each other
(Ma et al., 2018). Each gated network can learn
to select which feature extraction unit is used on
the input cases. If the tasks are highly related,
then sharing knowledge will achieve better perfor-
mance.

4.5 The Influence of The Scale of Sentiment
Dataset

Hate speech detection and sentiment analysis are
highly correlated, so that sentiment knowledge
sharing can improve the performance of hate
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Figure 2: the influence of the scale of sentiment data
set.

speech detection. But we cannot ignore the im-
pact of the scale of the sentiment dataset on the
performance. Since the scale of the DV is similar
to the SA dataset, we focus our analysis on the SE
dataset.
As shown in Figure 2, the performance of the

model is poor when the ratio of the two types of
data is 1:2. As the ratio of sentiment data increases,
the performance of the model is improved. When
the ratio is 2:1, the performance reaches a peak,
and thenmaintains a declining trend. It is observed
that the ratio of multi-task data will also directly
affect the performance.

5 Conclusion and Future Work

In this paper, we explore the effectiveness of multi-
task learning in hate speech detection tasks. The
main idea is to use multiple feature extraction units
to share multi-task parameters so that the model
can better share sentiment knowledge, and then
gated attention is used to fuse features for hate
speech detection. The proposed model can make
full use of the sentiment information of the tar-
get and external sentiment resources. We show
that sentiment knowledge sharing improves sys-
tem performance over the baselines and advances
hate speech detection. Finally, the detailed analy-
sis further proves the validity and interpretability
of our model.
Overall, our experiments give us a better under-

standing of the relationship between hate speech
detection and sentiment analysis through multi-
task learning. We have laid the groundwork for fu-
ture efforts in better modelling and data selection,
including different types of hate speech, the type
and scale of sentiment data, and so on.
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