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Abstract

Effective adversary generation for neural ma-
chine translation (NMT) is a crucial prereq-
uisite for building robust machine translation
systems. In this work, we investigate veri-
table evaluations of NMT adversarial attacks,
and propose a novel method to craft NMT
adversarial examples. We first show the cur-
rent NMT adversarial attacks may be improp-
erly estimated by the commonly used mono-
directional translation, and we propose to
leverage the round-trip translation technique to
build valid metrics for evaluating NMT adver-
sarial attacks. Our intuition is that an effec-
tive NMT adversarial example, which imposes
minor shifting on the source and degrades
the translation dramatically, would naturally
lead to a semantic-destroyed round-trip trans-
lation result. We then propose a promising
black-box attack method called Word Saliency
speedup Local Search (WSLS) that could ef-
fectively attack the mainstream NMT archi-
tectures. Comprehensive experiments demon-
strate that the proposed metrics could accu-
rately evaluate the attack effectiveness, and the
proposed WSLS could significantly break the
state-of-art NMT models with small perturba-
tion. Besides, WSLS exhibits strong trans-
ferability on attacking Baidu and Bing online
translators.

1 Introduction

Recent studies have revealed that neural machine
translation (NMT), which has achieved remarkable
progress in advancing the quality of machine trans-
lation, is fragile when attacked by some crafted per-
turbations (Belinkov and Bisk, 2018; Cheng et al.,
2019, 2020; Wallace et al., 2020). Even if the per-
turbations on inputs are small and imperceptible to
humans, the translation quality could be degraded
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Input x John Biden just win the election
Trans. y 约翰·拜登刚刚赢得了大选

Ref. 约翰·拜登刚刚赢得了选举

Input x′ John Biden just lost the election
Trans. y′ 约翰·拜登刚刚赢得了大选

Table 1: A real example of adversarial generation for
Google translation with antonym substitution (i.e., win
to lost) which reverses the semantics on the source but
preserves the same translation exactly (reported in Oc-
tober, 2020).

dramatically, raising increasing attention to adver-
sarial defenses for building robust machine transla-
tion systems as well as its prerequisite researches
on building effective NMT adversarial attacks. As
character level perturbations usually lead to lexical
errors and are easily corrected by spell checking
tools (Ren et al., 2019; Zou et al., 2020), in this
work, we focus on crafting word level adversarial
examples that could maintain lexical and grammat-
ical correctness and hence are more realistic.

An essential issue of crafting NMT adversar-
ial examples is how to define “what is an effec-
tive NMT adversarial attack”. Researchers have
provided an intuitive definition that an NMT ad-
versarial example should preserve the semantic
meaning on the source but destroy the translation
performance with respect to the reference transla-
tion (Michel et al., 2019; Niu et al., 2020). Cor-
respondingly, the attack criteria are proposed as
the absolute degradation or relative degradation
against the reference translation (Ebrahimi et al.,
2018; Michel et al., 2019; Niu et al., 2020; Zou
et al., 2020). To craft a perturbation that maintains
the semantics as well as grammatical correctness
following the above definition and evaluation, a
variety of methods to impose word replacements
have been proposed in recent studies (Michel et al.,
2019; Cheng et al., 2019, 2020; Zou et al., 2020),
making it a commonly used paradigm for NMT
attacks.
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Reference Sentence Chinese→English Translation
Ref.: The chairperson of the conference expressed
in a speech that high and new technologies have pro-
moted the development of the nations in asia, europe,
and america.

x: 会议主席在发言中认为, 高新技术促进了亚洲和欧
美国家的发展。

y: In his speech, the chairman of the meeting held
that high and new technologies have promoted the
development of asian and european countries.

Ref. ′×: The chairperson of the conference expressed
in a speech that the high-level leadership has pro-
moted the growth of the nations in asia, europe, and
america.

x′×: 会议主席在发言中称, 高层促进了亚洲和欧美国
家的成长。

y′×: In his speech, the chairman of the meeting
said that the high-level leadership has promoted
the growth of asian and european countries.

Ref. ′√: The chairperson of the convention expressed
in a speech that the high-level leadership has pro-
moted the development of the nations in asia, europe,
and america.

x′√: 代表大会主席在发言中称, 高层促进了亚洲和欧
美国家的发展。

y′√: In his speech, the chairman of the npc standing
committee said that the high-level leadership has
promoted the development of asian and european
countries.

Table 2: Two examples of adversarial generation for RNNsearch based NMT model with synonym substitution.
The left column contains the ground-truth references. The right column contains the corresponding original input x,
noneffective adversarial example x′×, effective adversarial example x′√, and their neural translations. The effective
and noneffective attack locations are marked in orange and blue, respectively.

However, there exist potential pitfalls overlooked
in existing researches. First, it is possible to craft
an effective attack on the NMT models by revers-
ing the semantics on the source, as illustrated in
Table 11. Meanwhile, since the antonyms are po-
tentially in the neighborhood of the victim word in
the embedding space, just as the same as the syn-
onyms, it is entirely possible to produce opposing
semantics when replacing a word with its neigh-
bors, making the proposed attack method break the
definition.

Furthermore, there is a risk of evaluating the
attacks directly using the reference translation. Dif-
fers to the classification tasks, even if the pertur-
bation is small to be synonymous with the orig-
inal word in the source, the actual ground-truth
reference may be changed due to the substitution.
Table 2 illustrates a typical failing adversarial ex-
ample x′× and a successful example x′√, where
x′× could be falsely distinguished as effective due
to the missing of ground-truth reference Ref. ′×

2.
Obviously, x′ would be correctly distinguished if
we have the actual ground-truth reference of x′.
However, the actual ground-truth reference of the
perturbed input is notoriously difficult to be built
beforehand, making the NMT attack hardly to be
evaluated veritably.

In this work, in order to craft appropriate NMT
adversarial examples, we introduce new definition

1This is a real case reported on Google transla-
tion community in October, 2020. See details in:
https://support.google.com/translate/thread/78771708?hl=en.

2BLEU(ref,y) = 39.20 → BLEU(ref,y′×) = 2.86,
BLEU(x,x′×) = 61.34 → BLEU(y,y′×) = 49.83.

and metrics for the machine translation adversaries
by leveraging the round-trip translation, the pro-
cess of translating text from the source to target
language and translating the result back into the
source language. Our intuition is that an effective
NMT adversarial example, which imposes minor
shifting on the input and degrades the translation
dramatically, would naturally lead to a semantic de-
stroying round-trip translation result. Based on our
new definition and metrics, we propose a promis-
ing black-box attack method called Word Saliency
speedup Local Search (WSLS) that could effec-
tively attack the mainstream NMT architectures,
e.g. RNN and Transformer.

Our main contributions are as follows:

• We introduce an appropriate definition of
NMT adversary and the deriving evaluation
metrics, which are capable of estimating the
adversaries only using source information,
and tackle well the challenge of missing
ground-truth reference after the perturbation.

• We propose a novel black-box word level
NMT attack method that could effectively at-
tack the mainstream NMT models, and exhibit
high transferability when attacking popular
online translators.

2 NMT Adversary Generation

Let X denote the source language space consisting
of all possible source sentences and Y denote the
target language space. Given two NMT models, the
primal source-to-target NMT model Mx→y aims to
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learn a forward mapping f : X → Y to maximize
P (yref |x) where x ∈ X and yref ∈ Y , while the
dual target-to-source NMT model My→x aims to
learn the backward mapping g : Y → X . After the
training, NMT can correctly reconstruct the source
sentence x̂ = g(f(x)). In the following, we first
give the definition of NMT adversarial examples,
then introduce our word substitution based black-
box adversarial attack method.

2.1 Definition on NMT Adversarial Examples
Given a subset of (test) sentences T ∈ X and a
small constant ε, we summarize previous works
(Belinkov and Bisk, 2018; Ebrahimi et al., 2018;
Michel et al., 2019) and give their conception of
NMT adversarial examples as follows.

Definition 1 (NMT Adversarial Example). An
NMT adversarial example is a sentence in
A = {x′ ∈ X |∃x ∈ T , ‖x′ − x‖ < ε ∧

St(y, yref ) ≥ γ ∧ St(y′, yref ) < γ′},
where y = f(x), y′ = f(x′), and St(·, ·) is a met-
ric for evaluating the similarity of two sentences,
and γ (or γ′, γ′ < γ) is threshold we can accept
(or refuse) for the translation quality .

A smaller γ′ indicates a more strict definition of
the NMT adversarial example.

In contrast to the adversarial examples in image
domain (Szegedy et al., 2014), we argue that taking
yref as the reference sentence for x′ is not appro-
priate because the perturbation might change the
semantic of x to some extent, causing that Defini-
tion 1 is not appropriate. To address this problem,
we propose to evaluate the similarity between the
benign sentence x and the reconstructed sentence
x̂, as well as the similarity between the adversarial
sentence x′ and the reconstructed adversarial sen-
tence x̂′. We introduce a new definition of NMT
adversarial example basing on the round-trip trans-
lation.

Definition 2 (NMT adversarial example). An
NMT adversarial example is a sentence in
A = {x′ ∈ X |∃x ∈ T , ‖x′ − x‖ < ε ∧
St(y, yref ) ≥ γ ∧ St(x, x̂) ≥ δ ∧ E(x, x′) ≥ α},
where E(x, x′) = St(x, x̂)− St(x′, x̂′) is defined
as the adversarial effect for NMT. And, the recon-
structed x̂ and x̂′ are generated with round-trip
translation: x̂ = g(f(x)), x̂′ = g(f(x′)).

A larger E indicates that the generated sentence
x′ can not be well reconstructed by round-trip trans-
lation when compared with the reconstruction qual-
ity of the source sentence x. Here α is a threshold

ranging in [0, 1] to determine whether x′ is an NMT
adversarial example. A larger α indicates a more
strict definition of the NMT adversarial example.
In this work, we use the BLEU score (Papineni
et al., 2002) to evaluate the similarity between two
sentences.

Based on Definition 2, we further provide two
metrics, i.e., Mean Decrease (MD) and Mean Per-
centage Decrease (MPD) to estimate the translation
adversaries appropriately. MD directly presents the
average degradation of the reconstruction quality,
and MPD reduces the bias of the original quality
in terms of the relative degradation. The proposed
MD is defined as:

MD =
1

N

N∑
i

Di, (1)

where N is the number of victim sentences, Di is
the decreasing reconstruction quality of the adver-
sarial example x′i, denoted as:

Di =

{
0 if St(xi, x̂i) = 0,
St(xi, x̂i)− St(x′i, x̂′i) otherwise.

(2)
Similarly, MPD is defined as:

MPD =
1

N

N∑
i

PDi, (3)

where PDi is denoted as:

PDi =

{
0 if St(xi, x̂i) = 0,
St(xi,x̂i)−St(x′i,x̂

′
i)

St(xi,x̂i)
otherwise.

(4)

In practice, except for the constraints in Defini-
tion 2, adversarial examples should also satisfy the
lexical and syntactical constraints so that they are
hard for human to perceive. Therefore, the correct
word in the source sentence must be replaced with
other correct words instead of misspelled word to
meet the lexical constraint. Besides, to keep the
grammatical correctness and syntax consistency,
the modification should not change the syntactic
relation of each word in the source sentence.

To meet all the above constraints, we propose a
novel NMT adversarial attack method by substitut-
ing words with their neighbors selected from the
parser filter to generate reasonable and effective
adversarial examples.

2.2 WSLS Attack
There are two phases in the proposed Word
Saliency speedup Local Search (WSLS) attack
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Figure 1: Illustration of the proposed WSLS attack
method. For a source sentence x, we first generate
the valid victim locations, substitution candidates, and
saliency scores to prepare the attack, then craft an ini-
tial adversarial example x′ by the Greedy Order Greedy
Replacement (GOGR) followed by the Word Saliency
speedup Local Search (WSLS) to promote the adversar-
ial quality.

method. At the first phase, we design initial strate-
gies to obtain an initial example x′. At the second
phase, we present a local search algorithm accel-
erated by word saliency to optimize the perturbed
example.

2.2.1 Initialization Strategy

Candidates. For a word wi in the source sen-
tence x = {w1, . . . , wi, . . . , wn}, where i denotes
the position of word wi in the sentence, we first
build a candidate set Wi ∈ D where D is the dic-
tionary consisting of all the legal words. In this
work, we build the candidate set by finding the k
closest neighbors in the word embedding space:
Wi = {w1

i , . . . , w
k
i }. Then we filter the candi-

dates based on the parsing, as shown in Part A of
Figure 13. Note that the combination of them can
impose minor shifting on the source so as to meet
the lexical and semantic constraints, as discussed
in Section 2.1. In our experiments, we use the pre-
trained mask language model (MLM) to extract the
embedding space to follow the black-box setting.

3This is important to rule out invalid victim locations
wherein the token (e.g., punctuation) is nonsense, and ensure
the perturbations keep grammatical correctness.

Greedy Substitution. For each position i, we
can substitute word wi with wj

i ∈Wi to obtain an
adversary x′ = {w1, . . . , w

j
i , . . . , wn}, and evalu-

ate the adversarial effect E(x, x′) by reconstruc-
tion. Then we select a word w∗i that yields the most
significant degradation:

w∗i = arg max
wj

i∈Wi

E(x, x′). (5)

It is straightforward to generate an initial adver-
sary through a Random Order Greedy Replacement
(ROGR) method, which is to randomly select po-
sitions expected to make substitutions, then itera-
tively replace the word with its neighbors by Eq. 5
on the selected positions in a random order.

However, the initial result has a significant im-
pact on the final result of the local search. If the
local search phase starts with a near-optimal solu-
tion, it is likely to find a more powerful adversary
after the local search process. Therefore, we design
a greedy algorithm called Greedy Order Greedy Re-
placement (GOGR) for the initialization, which is
depicted in Part B of Figure 1.

In the GOGR algorithm, at each step we enu-
merate all possible positions we haven’t attacked
yet, and for each position we try to substitute word
wi ∈ x with word w∗i ∈ Wi according to Eq. 5,
then we choose the best w∗ among the possible
positions, and iteratively substitute words until we
substitute enough words.

w∗ = arg max
i∈n

max
wj

i∈Wi

E(x, x′) (6)

2.2.2 Word Saliency
To speed up the local search process, we adopt the
word saliency, used for text classification attack,
to sort the word positions in which the word has
not been replaced yet. In this way, we can skip the
positions that may lead to low attack effect so as to
speedup the search process.

For text classification task, Li et al. (2016) pro-
pose the concept of word saliency that refers to the
degree of change in the output of text classification
model when a word is set to the “unknown” token.
Ren et al. (2019) incorporate the word saliency to
generate adversarial examples for text classifica-
tion. To adopt the concept of word saliency for
NMT, we regard the output of a MLM for the word
as a more general concept of word saliency, which
is independent of the specific tasks.
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(a) Saliency Walk (b) Random Walk (c) Certain Walk

Figure 2: Illustration of the walks used in the local search.

Definition 3 (Word Saliency). For a sentence
x = {w1, . . . , wi, . . . , wn} and a mask language
model (MLM) M , the word saliency of wi is de-
fined as S(x,wi) = 1− P (wi|x̄i,M) where x̄i =
{w1, . . . , wi−1,mask, wi+1 . . . , wn} and “mask”
means the word is masked in the sentence.

Through Definition 3, the higher word saliency
represents the lower context-dependent probabil-
ity, which can be caused by numerous reasonable
substitutions or rare syntax structure, indicating
weaker word positions that are easier to be attacked.

In this work, as shown in Part C of Figure 1,
we calculate the word saliency S(x,wi) for all po-
sitions before the local search phase, making the
local search efficiently inquire the word saliency.

2.2.3 Local Search Strategy
In the local search phase, as shown in Part D of
Figure 1 and detailed in Figure 2, there are three
types of walks, namely saliency walk, random walk
and certain walk, used to update x′ to promote the
attack quality.

To explore and exploit the search space, we de-
fine some basic operations and walks to evolve the
adversaries. A mute operator is to restore an ex-
ecuted perturbation w∗i to its original word wi to
mutate the adversary. A prune operator is to ex-
clude a portion of candidate locations where the
perturbations will not be imposed to narrow down
the search area. A tabu operator indicates that
the last perturbed location is forbidden to be ma-
nipulated in the current iteration. As illustrated in
Figure 2, the three operators are utilized in the local
search walks (Part D). We interpret the three walks
as follows.

Saliency Walk. We first design an efficient walk
for the search, called the saliency walk (SW), to

make a balanced exploration and exploitation in
the neighbourhood of the well initialized solution
generated by the aforementioned GOGR algorithm.
During the saliency walk, as shown in Figure 2a,
at the current iteration (t), we mute each perturbed
word to generate a set of partial solutions, sorted
in the ascending order of the saliency score, so
as to give higher priority to the perturbations with
higher word saliency on the locations. Then we
prune other unperturbed words according to the
descending order of the saliency score, and query
candidate substitutions for each of the remaining
words. Then candidate adversaries, consisting of
the concatenation of each partial solution with each
candidate substitution, are evaluated by Eq. 2 itera-
tively.

To accelerate the saliency walk, we have an early
stop strategy: if the current best adversarial effect
in the enumeration of the candidate adversaries at
the present iteration (t), denoted as pbest(t) = E∗,
is better than pbest(t−1) (the best adversarial effect
at the previous iteration (t − 1)), i.e. pbest(t) ≥
pbest(t−1), then we terminate the enumeration of
the candidates and pass the state of pbest(t) as well
as the tabu operator to the next walk, otherwise the
state of pbest(t−1) will be passed to the next walk
and the tabu location is expired.

Random Walk. To avoid the current adversarial
example get trapped in a local optimum, we de-
sign an effective mutation walk, called the random
walk (RW), to mutate the current solution. During
the random walk, as shown in Figure 2b, we ran-
domly mute a perturbed word to generate a partial
solution, and query the candidate substitutions for
each of the unperturbed words as in saliency walk.
Then we concatenate the partial solution with each
candidate substitution to build the candidate adver-
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saries, among which the best solution is used to
update pbest(t). After that, the tabu operator will
be forcibly passed to the next walk, reinforcing the
exploration ability of the WSLS algorithm.

Certain Walk. To do a sufficient exploitation
after the random walk as a mutation, we design the
certain walk (CW). As shown in Figure 2c, certain
walk is similar to saliency walk but it removes the
prune operation to enlarge the neighborhood space.

To trade off the efficiency and search time, we
adopt one saliency walk followed by random walk,
certain walk, random walk and certain walk, to
construct one round of local search, denoted as
{SW, RW, CW, RW, CW}, as shown in Part D of
Figure 1. Besides, we bring an early-stop-finetune
mechanism to the WSLS method. For any walk
in WSLS, if there exists an adversarial candidate
that updates the historically best adversarial effect,
this adversarial candidate will be immediately set
as the initial solution to start a new local search.
Otherwise, the WSLS will stop after the ending of
the current round 4.

3 Experiments

3.1 Experimental Setup

We conduct experiments on the Chinese-English
(Zh-En), English-German (En-De), and English-
Russian (En-Ru) translation tasks.

For the Zh→En translation task, we use LDC
corpus5 consisting of 1.25M sentence pairs, and
use NIST (MT) datasets6 to craft the attacks. Fol-
lowing the preprocessing in Zhang et al. (2019),
we limit the source and target vocabulary to the
most frequent 30K words, remove sentences longer
than 50 words from the training data, and use NIST
2002 as the validation set for the model selection.
For this translation task, we implement our attacks
on two state-of-art word-level NMT models. 1)
RNNsearch (Bahdanau et al., 2015) has an encoder
consists of forward and backward RNNs each hav-
ing 1000 hidden units and a decoder with 1000
hidden units. Denote this model as “Rnns.” for ab-
breviation. 2) Transformer comprises six layers
of transformer with 512 hidden units and 8 heads
in both encoder and decoder, which mimics the
hyperparameters in (Vaswani et al., 2017). Denote
this model as “Transf.” for abbreviation. For the or-

4Code is available at https://github.com/JHL-HUST/
AdvNMT-WSLS/.

5LDC 2002E18, 2003E14, 2004T08, 2005T06.
6NIST 2002, 2003, 2004, 2005, 2006, 2008.

acle back-translation (En→Zh), we use a sub-word
level transformer as our oracle model which was
trained with LDC datasets and then finetuned with
the NIST datasets.

For the En→De and En→Ru translation tasks,
We use WMT19 test sets to craft the adversaries,
and implement our attacks on the winner models
of the WMT19 En→De and En→Ru sub-tracks7.
Specifically, the En→De model and En→Ru model
are both subword-level transformer, where a joint
byte pair encodings (BPE) with 32K split oper-
ations is applied for En→De, and separate BPE
encodings with 24K split operations is applied
for each language in En→Ru (Ng et al., 2019).
We denote these two models as “BPE-Transf.”
for abbreviation. For the oracle back-translation
(De→En, Ru→En), the best submitted NMT mod-
els in WMT19 are used as our oracle models which
are further finetuned with 90% of the previous
WMT test sets and validated with the remaining
sets.

As for the reference result, Table 3 and Table 4
show the case-insensitive BLEU scores for forward-
translation, back-translation, and round-trip transla-
tion on the selected language pairs. We observe that
the word-level victim models (Rnns. and Transf.)
achieve an average BLEU score of 36.71 and 41.55
for Zh→En translation respectively, demonstrat-
ing the accuracy of these two models on translat-
ing the original Chinese sentences. For the back-
translation, the oracle models achieve an average
BLEU score of 82.9 for En→Zh translation, as well
as a BLEU score of 54.83 and 57.24 for De→En
and Ru→En translations respectively, indicating
that the oracle models are reliable enough in the
back-translation stage for the source reconstruction.
Besides, the reconstruction quality of the victim
models are reported in Table 3 and Table 4, where
the source sentences are back-translated by the or-
acle models in the round-trip translation, show-
ing that the source language is reconstructed well
enough by the cooperation of forward-translation
and oracle back-translation.

Furthermore, to enhance the authenticity of the
attack performance, we removed the noisy data,
which could not be correctly identified as the corre-
sponding language sentences by online translators,
and we also excluded sentences longer than 50
words in the NIST datasets, ensuring that the attack

7https://github.com/pytorch/fairseq/tree/master/examples/
translation.
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Translation Model MT02 MT03 MT04 MT05 MT06 MT08 AVG

Forward
Rnns. 40.07 37.42 40.30 37.48 36.52 28.48 36.71
Transf. 43.70 42.31 44.25 42.73 42.22 34.06 41.55

Back Oracle 88.63 84.55 79.14 80.69 85.26 79.34 82.94

Round-trip
Rnns. 55.46 44.43 55.27 44.97 46.99 36.91 47.34
Transf. 70.90 59.62 68.44 60.92 61.78 51.06 62.12

Table 3: Case-insensitive BLEU scores (%) for forward-translation (Zh→En), back-translation (En→Zh), and
round-trip translation (Zh→En→Zh) on Zh-En language pair. “AVG” represents the average score of all datasets.

Language pair Translation

Forward Back Round-trip

En-De 46.29 56.19 61.87
En-Ru 47.23 58.16 57.60

Table 4: Case-insensitive BLEU scores (%) of BPE-
Transf. for forward-translation, back-translation, and
round-trip translation on En-De and En-Ru language
pairs.

results are credible8.
As for the parameter settings of the attack meth-

ods, we use pyltp9 as the parser checking tool and
generate the top 10 nearest parser-filtered words to
construct the candidate sets for each word. To gen-
erate the word saliency, two state-of-art whole word
masking BERT are utilized as the MLM for the Chi-
nese10 and English11 languages respectively. And
the prune operators implemented in SW and RW
will reserve the highest five word saliency locations
and their word candidates. Finally, the adversaries
are crafted by substituting 20% words.

3.2 Attack Results

To demonstrate our proposed WSLS method, we
implement AST-lexcial (Cheng et al., 2018) as a
black-box baseline, wherein AST-lexcial shares
the same idea of random order random replace-
ment. Besides, the naive ROGR method can be
considered as another black-box counterpart of the
white-box kNN method in Michel et al. (2019) that
randomly selects the word positions and greedily
selects the neighbor words based on the gradient
loss.

8After the preprocessing, the size of the original NIST
datasets are reduced from 878 to 617 (MT02), 919 to 793
(MT03), 1788 to 1495 (MT04), 1082 to 907 (MT05), 1664 to
988 (MT06), and 1357 to 789 (MT08).

9https://github.com/HIT-SCIR/pyltp.
10https://huggingface.co/hfl/chinese-bert-wwm-ext.
11https://huggingface.co/bert-large-uncased-whole-word-

masking.

As shown in Table 5 and Table 6, both GOGR
and WSLS have the MD scores close to the orig-
inal reconstruction scores for Rnns., Transf., and
BPE-Transf., and their attack results are much bet-
ter than that of AST-lexical as well as ROGR. It
shows that both WSLS and GOGR can effectively
attack various NMT models under the standard of
Definition 2. WSLS is superior to GOGR, indicat-
ing that the local search phase can further promote
the attack quality. Specifically, the MPD score of
WSLS is almost 1.5 higher than that of GOGR,
which is more obvious as compared to the MD
metric, revealing the rationality of MPD also.

3.3 Ablation Study

We do ablation study on the WSLS algorithm in
Table 7. Here “Init” is for the method used for
initialization, WS indicates whether we use word
saliency to speedup the local search, LS indicates
whether we use local search or other variants of
walk sequence for the local search.

From Table 7 we observe that: 1) The initializa-
tion of GOGR exhibits significantly better results
than ROGR, and also converges faster than ROGR;
2) WSLS without word saliency speedup, denoted
as WSLS1, exhibits slightly higher attack results
but the running times are much longer than WSLS.
Thus, we choose WSLS to have a good tradeoff on
attack quality and time.

3.4 Transferability

To test the transferability of our method, we trans-
fer our crafted adversarial examples on NIST 2002
dataset to attack the online Baidu and Bing transla-
tors. As shown in Table 8, the attack effectiveness
is significant. It degrades the reconstruction quality
of Baidu and Bing with more than 20 BLEU points,
demonstrating the high transferability.

In addition, we provide two adversarial exam-
ples in Table 9, generated by WSLS on the Rnns.
model, that can effectively attack the online Bing
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Metrics Model Method MT02 MT03 MT04 MT05 MT06 MT08 AVG

MD
Rnns.

AST-lexical 29.06 23.61 29.16 23.83 26.42 20.43 25.78
ROGR 38.54 30.64 38.04 32.00 33.34 26.13 33.12
GOGR 51.09 39.78 50.72 41.61 42.82 32.74 43.13
WSLS 51.51 40.15 51.19 41.96 42.84 33.03 43.45

Transf.

AST-lexical 38.65 32.78 36.72 32.92 35.72 28.88 34.28
ROGR 48.09 41.88 45.75 42.27 43.64 36.14 42.96
GOGR 65.34 54.96 62.85 56.91 56.52 45.25 56.97
WSLS 66.03 55.47 63.51 57.39 57.02 45.69 57.51

MPD
Rnns.

AST-lexical 51.24 44.41 42.21 39.66 42.59 42.2 43.17
ROGR 70.42 70.71 69.50 67.27 69.00 69.26 69.36
GOGR 93.96 93.08 94.08 92.62 91.92 90.12 92.63
WSLS 95.18 94.23 95.17 93.68 93.11 91.80 93.86

Transf.

AST-lexical 52.25 45.03 50.88 48.91 51.40 43.32 48.63
ROGR 70.36 70.42 69.01 69.50 72.17 73.01 70.75
GOGR 95.25 94.45 94.81 95.09 93.94 92.72 94.38
WSLS 96.24 95.69 95.97 96.27 95.08 94.32 95.60

Table 5: MD and MPD results (%) on Rnns. and Transf. attacked by various methods on the preprocessed NIST
datasets. A higher result indicates a better attack method.

Metrics Task Method

AST-lexical ROGR GOGR WSLS

MD
En-De 26.47 38.78 52.85 54.57
En-Ru 28.02 36.59 49.21 49.92

MPD
En-De 42.77 64.19 90.74 92.22
En-Ru 42.96 66.56 91.15 92.48

Table 6: MD and MPD results (%) on BPE-Transf. at-
tacked by various methods on WMT19 test sets.

Method Init WS LS Time MD MPD
ROGR rogr 7 7 0.34 48.09 70.36
GOGR gogr 7 7 2.87 65.34 95.25
WSLS1 gogr 7 R+C 25.47 67.10 96.60
WSLS2 rogr 7 R+C 33.27 65.62 94.81
WSLS gogr 3 Std. 8.23 66.03 96.24

Table 7: The ablation study on Transf. with ablative
algorithms (R, C, Std. indicate random walk, certain
walk and standard WSLS algorithm) on MT02 dataset.
The running time is in minutes per sentence.

and Baidu translators, respectively. It demonstrates
that WSLS could craft adversarial examples with
strong readability and high transferability.

4 Related Work

In recent years, adversarial examples have attracted
increasing attention in the area of natural language
processing (NLP), mainly on text classification (Jia
and Liang, 2017; Ren et al., 2019; Wang et al.,
2021). For neural machine translation (NMT),
there are also some adversary works emerging
quickly (Belinkov and Bisk, 2018; Ebrahimi et al.,
2018; Michel et al., 2019; Cheng et al., 2019; Niu
et al., 2020; Wallace et al., 2020).

Transfer Victim Methods
ROGR GOGR WSLS

Baidu
(41.81)

Rnns. 19.96 18.30 18.61
Transf. 19.64 16.89 17.30

Bing
(38.15)

Rnns. 17.59 15.29 15.51
Transf. 17.13 14.82 14.68

Table 8: Reconstruction quality on Baidu and Bing
online translators for the adversaries generated on the
Zh→En task using MT02 dataset, wherein the ad-
versaries are reconstructed by the online translators
(Zh→En) and oracle (En→Zh). By contrast, the benign
reconstruction quality is in the bracket.

On the character level, a few adversarial attacks
by manipulating character perturbations have been
proposed since 2018. Belinkov and Bisk (2018)
confront NMT models with synthetic and natural
misspelling noises, and show that character-based
NMT models are easy to be attacked by character
level perturbation. Ebrahimi et al. (2018) propose
to attack the character level NMT models by ma-
nipulating the character-level insertion, swap and
deletion. Similarly, Michel et al. (2019) perform
a gradient-based attack that processes words in
source sentences to maximize the translation loss.
To attack against production MT systems, Wallace
et al. (2020) imitate the popular online translators
and manipulate the perturbations based on the gra-
dient of the adversarial loss with the imitation mod-
els. The above four works also incorporate adver-
sarial training to improve the robustness of NMT.

However, the character level perturbations are
hard to be applied into confronting practical NMT
models, as these perturbations significantly reduce
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x′: 代表大会主席在发言中称, 高层促进了亚洲和欧
美国家的发展。

Ref. ′: The chairperson of the convention expressed
in a speech that the high-level leadership has pro-
moted the development of the nations in asia, europe,
and america.
Baidu: In his speech, the president of the National
People’s Congress said that high-level leaders have
promoted the growth of asian and european coun-
tries.
x′: 彼得森重申, 世卫组织主要关切的难题是防止
诸如疾病、痢疾等疫情暴发, 这些患者可能造成成千上
万的人罹难 。

Ref. ′: Peterson reiterated that the WHO’s main con-
cern is the challenge of preventing outbreaks such as
disease and dysentery, these patients may cause thou-
sands of deaths.
Bing: Peterson reiterated that the WHO’s main
concern is to prevent outbreaks such as disease and
dysentery , which can cause thousands of deaths.

Table 9: Two examples of attacking online translators,
in which the adversaries are generated on the Rnns.
model using WSLS.

the readability and also could be easily corrected
by spell checkers (Ren et al., 2019; Zou et al.,
2020). On the other hand, word level adversaries
could maintain lexical and grammatical correct-
ness, which are more realistic but more challenging
to generate. Cheng et al. (2018) craft the adver-
saries with randomly sampled perturbed positions,
and then replace the words according to the cosine
similarity of the embedding vectors between the
original word and the neighbors. Cheng et al.
(2019) propose a gradient-based attack method
that replaces the original word with the candidates
generated by integrated language model. Michel
et al. (2019) generate adversaries by substituting
the word with its nearest neighbors, which are in-
formed by the gradient of the victim models. (Zou
et al., 2020) introduce a reinforced learning based
method to craft the attacks following Michel et al.
(2019) to define the reward and substitution candi-
date set.

Existing word level translation attacks are
mainly white-box, wherein the attacker can access
all the information of the victim model. Besides,
there is a risk of guiding the attacks to directly use
the degradation of reference translation, since the
actual references may be changed by word substi-
tution. Thus, there exists few study on the effective
word level attack for NMT, especially in the black
box setting. This study fills this gap and sheds light

on black-box word level NMT attacks.

5 Conclusion

We introduce an appropriate definition of adversar-
ial examples as well as the deriving evaluation mea-
sures for the adversarial attacks on neural machine
translation (NMT) models. Following our defini-
tion and metrics, we propose a promising black-
box NMT attack method called the Word Saliency
speedup Local Search (WSLS), in which a general
definition of word saliency by leveraging the strong
representation capability of pre-trained language
models is also introduced. Experiments demon-
strate that the proposed method could achieve pow-
erful attack performance, that effectively breaks
the mainstream RNN and Transformer based NMT
models. Further, our method could craft adver-
saries with strong readability as well as high trans-
ferability to the popular online translators.
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Appendix

In the appendix, we provide necessary background
of Neural Machine Translation (NMT), pre-trained
language models, and the back-translation tech-
nique used in related works. Besides, screenshots
of Table 8 are also provided.

Neural Machine Translation. Typical NMT
models follow an encoder-decoder architecture
with attention mechanisms (Zhang et al., 2019).
The encoder encodes the source language to a la-
tent representation space, and the decoder is a neu-
ral language model that decodes representations in
the latent space to another language domain. Either
the encoder or the decoder can be built on recurrent
neural networks (Bahdanau et al., 2015), convolu-
tional neural networks (Costa-jussà and Fonollosa,
2016), or Transformer networks (Vaswani et al.,
2017). In this work, we applied two versions of neu-
ral network architecture for the encoder/decoder
models: RNN and Transformer.

Pre-trained Language Model. Recently, pre-
trained language models, such as mask language
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Figure 3: An example of attacking the baidu translator, in which the adversarial example is generated on the Rnns.
model using WSLS.

Figure 4: An example of attacking bing translator, in which the adversarial example is generated on the Rnns.
model using WSLS.

models (MLM) (Devlin et al., 2019), have achieved
a powerful initialization for the NMT encoder
models. MLM pre-trains the encoder for a better
language understanding on the encoded language
by randomly masking some tokens in continuous
monolingual text streams and predicting these to-
kens. To predict the masked tokens, the language
model pays attention to the relative language parts,
which encourages the model to have a better under-
standing on the language. Inspired by the powerful
language understanding ability of the pre-trained
language models, and following the black-box set-
ting, we use the pre-trained MLM to estimate the
word saliency and build the word embedding space
for adversarial attacks.

Back-Translation. There are a lot of works for
improving the NMT performance by leveraging
the back translation, which uses not only parallel
corpus but also monolingual corpus for training the
NMT models (He et al., 2016; Lample and Con-
neau, 2019). Previous works on back-translation
demonstrate the ability of the dual NMT models to
reconstruct the language. In this work, we observe

that the back-translation technique makes it possi-
ble to evaluate NMT adversarial attacks without
ground-truth references for the perturbed sentences,
and we propose to evaluate the proposed NMT at-
tack method basing on the reconstruction results of
the original inputs and the perturbed examples.


