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Abstract

This paper presents our work in the WMT
2020 News Translation Shared Task. We par-
ticipate in 3 language pairs including Zh/En,
Km/En, and Ps/En and in both directions under
the constrained condition. We use the standard
Transformer-Big model as the baseline and ob-
tain the best performance via two variants with
larger parameter sizes. We perform detailed
pre-processing and filtering on the provided
large-scale bilingual and monolingual dataset.
Several commonly used strategies are used to
train our models such as Back Translation, En-
semble Knowledge Distillation, etc. We also
conduct experiment with similar language aug-
mentation, which lead to positive results, al-
though not used in our submission. Our sub-
mission obtains competitive results in the final
evaluation.

1 Introduction

This paper introduces our work for the WMT 2020
News Translation Shared Task. We participate
in three language pairs including Chinese/English
(Zh/En), Khmer/English (Km/En), Pashto/English
(Ps/En) and in both directions. After observation,
we consider that the officially provided dataset has
the acceptable size and quality therefore only par-
ticipate in the constrained evaluation. Our method
is mainly based on previous works but with fine-
grained data cleaning techniques and language pair
specific optimizations.

For each language pair, we perform careful multi-
step cleaning on the provided dataset and only keep
a high-quality subset for training. At the same time,
several strategies are tested in a pipeline including
Back-Translation (Edunov et al., 2018), Ensemble
Knowledge Distillation (Freitag et al., 2017; Li
et al., 2019), Forward Translation (Wu et al., 2019),
Fine-Tuning (Sun et al., 2019), and Ensemble and
Re-ranking (Ng et al., 2019a).

Due to the page limitation, we mainly introduce
our methods and experiments on the Zh-En and En-
Zh language pairs. Most of these methods are also
employed on the Km/En and Ps/En pairs. Special
optimizations regarding different language will be
introduced separately.

2 Data

In this section, we describe the size and source
of the dataset as well as our cleaning and filtering
techniques.

2.1 Data Source

2.1.1 Zh/En

We use both bilingual and monolingual text to train
the model. Regarding bilingual text, we merge
the data from CCMT (7M), Wiki Titles v1 (1M),
News Commentary v15 (0.4M) and a subset of UN
Parallel Corpus (9M). We also select 10 million of
Zh and En monolingual text from Xin Hua, XMU
and News crawl respectively for back translation.

2.1.2 Km/En

We use the Para Crawl v5.1 (4.17M), Khmer and
Pashto parallel data (0.29M) as the bitext corpus,
and select 10M monolingual text from Common
Crawl and news crawl 2018 for Km and En, respec-
tively.

2.1.3 Ps/En

Similar to Km/En, we also use the Para Crawl v5.1
(1M), Khmer and Pashto parallel data (0.03M) as
bitext and select 6.5M monolingual text from Com-
mon Crawl and news crawl 2018.

2.2 Data Pre-processing

For the Zh/En corpus, we use following operations
to pre-process the data:
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Zh-En Km-En Ps-En
Operation Zh-En (bi) Zh (mono) En (mono) Km-En (bi) Km (mono) En (mono) Ps-En (bi) Ps (mono) En (mono)

Original 21 21.4 18 4.46 12.59 10 1.05 6.6 4.71
+ Deduplication 20.9 21.3 17.9 4.30 12.57 9.99 1.05 5.99 4.70
+ Lang-id filtering 20.4 19.6 17.9 2.82 11.13 9.93 1.02 5.69 4.38
+ Length filtering 20.1 19 17.9 2.71 10.54 9.90 0.94 4.97 4.14
+ Fast-align filtering 19.5 - - 0.8 - - 0.54 - -
+ Data-selection 16.5 10 10 - - - - - -

Table 1: This table shows the remaining data size of performing specific data cleaning and selection operations,
where the unit is million (M). The bilingual (bi) and monolingual (mono) texts are both listed in the table for all
three language pairs.

• Regarding Chinese text, we tokenize the text
with Jieba1 tokenizer, and create the BPE
(Sennrich et al., 2016) vocab with 30K merge
operations.

• For English text, we use moses2 tokenizer and
generate a BPE vocab with 32K merge opera-
tions.

• Bitexts with length ratios (source/target)
greater than 3 are removed.

• Texts longer than 120 sub-tokens are removed.

• Texts with undesired fastText-langid (Joulin
et al., 2016b,a) are removed.

For the Km/En and Ps/En corpus, following op-
erations are performed on the data:

• Full-width texts are converted to half-width
texts.

• De-duplication is performed.

• Texts which the source or target is empty are
empty.

• Sentences with undesired fastText-langid
(Joulin et al., 2016b,a) are removed.

• SPM with regularization (Kudo and Richard-
son, 2018; Kudo, 2018) is used for both lan-
guage pairs.

• Fast-align (Dyer et al., 2013) is used to further
clean the corpus.

• Sentences with more than 100 sub-tokens are
removed.

1https://github.com/fxsjy/jieba
2http://www.statmt.org/moses/

During experiment, we notice that Km and Ps data
has relatively low qualities, which need to be fur-
ther cleaned in a stricter manner. Therefore, we
gradually increase the threshold of fast-align, and
remove about 50% of un-aligned text to improve
the training data quality. Detailed data size of each
step is shown in Table 1.

2.3 Data Selection
Data selection filters out bilingual or monolingual
out-of-domain text from a given corpora. We per-
form data selection on the Zh/En UN dataset, of
which the domain is different from news. To do
so, we train a classifier to select texts classified as
news from the UN corpus. In terms of the clas-
sifier, when selecting En→Zh bi-text, we sample
the target language (Zh) text from UN and non-UN
dataset with an equal size (e.g. 50000), and label
them with UN and news tags. Then, we train a
Fasttext (Bojanowski et al., 2017) classifier on the
sampled set, and score the leftover UN set with
the classification probability P (y = news|x) to
retrieve the top-k bi-text pairs, where k is set to
9M in the experiment. Note that even if the score
is lower than 0.5, we still keep the sample if its
rank is within top-k. This method is also used for
Zh→En selection. Note that the selected En→Zh
and Zh→En set can be overlapped but not exactly
the same.

From the experiment, we find that data selection
is quite effective in improving the BLEU score on
WMT 2019 test set compared to using entire UN set
with a 1.1 increase on Zh→En and a 1.6 increase
on En→Zh, respectively.

For the Km/En and Ps/En pairs, we do not em-
ploy the data selection strategy, but carefully eval-
uate the performance of different sources in the
training set and finally select the Common Crawl
(Km) and News Crawl (En) as the monolingual
corpus. KenLM (Heafield, 2011) is also used to
filter the data.
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3 System Overview

This section describes the model and techniques
of our work. We basically perform such strate-
gies sequentially. Our experimental result will be
presented on each part.

3.1 Model

Transformer (Vaswani et al., 2017) has been widely
used for machine translation in recent years, which
has achieved good performance even with the most
primitive architecture without much modifications.
Therefore, we choose to start from Transformer-
Big and consider it as a baseline. Two variants of
Transformer are also evaluated during the experi-
ments, which are the model with wider FFN lay-
ers proposed in (Ng et al., 2019b), and the deeper
encoder version proposed in (Sun et al., 2019).
Here, we call two variants Transformer-Large and
Transformer-Deep. Our models are implemented
with THUMT (Zhang et al., 2017), and trained on
a platform with 8 V100 GPUs.

3.2 Back Translation

Following (Edunov et al., 2018), we use back trans-
lation (BT) to improve the system performance.
However, unlike (Edunov et al., 2018), we use
beam search to decode the pseudo source text be-
cause in the experiment we find that results from
beam search is better than sampling.

To acquire better monolingual text, we also use
the method introduced in the data selection section
to filter the in-domain subset for BT. For Zh→En
and En→Zh direction, we use texts in target lan-
guage from our bilingual corpus as the in-domain
set, monolingual corpus as the out-of-domain set to
train the classifier, and finally select approximately
10 million of samples for each direction. The back
translated corpus are merged with the original cor-
pus, which improves the performance by 0.6 for
Zh→En and 1.3 for En→Zh. For the Km/En pair,
we use exactly the same method as Zh/En, but with
monolingual corpus from specific language, result-
ing in improvements of 5.33 and 2.55 in terms of
BLEU for Km→En and En→Km on the devtest
20. For Ps/En, BT is performed on the selected
data described in previous section, achieving im-
provements of 8.08 (Ps→En) and 2.89 (En→Ps) in
terms of BLEU on each direction.

3.3 Ensemble Knowledge Distillation

Ensemble Knowledge Distillation (Freitag et al.,
2017; Li et al., 2019) improves the performance
of a student model by distilling knowledge from
a group of trained teacher model into it. Compar-
ing with some soft label distillation methods, the
EKD for NMT is relatively straightforward, which
can be implemented by training the student on the
combination of the original training set and the
translation from the ensembled teacher model on
the training set. In our experiments we ensemble
four models as the teacher model to translate the
training set. Then, compute the BLEU for each
sentence against the ground truth target. We keep
2/3 of the top scored translations for distillation
and merge them into the original training set.

Generally speaking, EKD can be performed in
an iteration manner. However, this could bring
negative influence on the final ensemble. Therefore,
we only do it once. EKD improves the BLEU by
1.5 points on the Zh→En direction, but only 0.2
points on the En→Zh direction.

We didn’t perform the EKD on the Km/En and
Ps/En pairs due to the limitation of the corpus size.

3.4 Forward Translation

As described in (Wu et al., 2019), similar to back
translation, the monolingual corpus in source lan-
guage can also be used to create the forward trans-
lation text with a trained MT model, and the cre-
ated forward and backward translation corpus can
both be merged with the original bilingual data.
This strategy can enlarge the data size to a large
extent. There are basically four steps to perform
the forward translation. Take En→Zh as an exam-
ple: 1) train M models with EKD in both direc-
tion; 2) create pseudo corpus with the ensemble
of M models on the monolingual corpus in both
direction (SRC→TGT’, TGT→SRC’); 3) merge
the created corpus with others (BT + FT + EKD
+ bilingual ). 4) train a new model on the mixed
corpus. This technique improves the performance
by 1.0 in terms of BLEU on En→Zh direction and
0.4 BLEU on Zh→En direction. We also perform
this strategy on Km/En and Ps/En, which achieves
the improvements of 2.50 and 1.17 on En→Km
and Km→En directions; 0.18 and 0.65 on En→Ps
and Ps→En directions.

Note that the model trained with this technique
can be ineffective for ensemble, which means such
training strategy might decrease the model diver-
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sity.

3.5 Fine-tuning

Previous works demonstrate that fine-tuning a
model on in-domain data such as last year’s test
set could effectively improve the performance of
this year (Sun et al., 2019). In the experiment, we
fine-tune the model on the newstest18 for Zh→En
with 3000 tokens per batch for one epoch, success-
fully achieving 3.6 of BLEU improvements on the
newstest19. Furthermore, we keep the test corpus
with orilang as Zh from newstest18 for fine-tuning,
gaining an additional 1.0 BLEU increase. However,
this method only obtains 0.2 BLEU increase on the
En→Zh direction.

Km/En and Ps/En are newly introduced language
pairs in the evaluation this year, thereby have no
previous test sets. Since an additional devtest set
is provided in addition to the dev set, we fine-
tune models on the dev set and test on the de-
vtest set. The experiment shows that fine-tuning
could achieve 5.12 and 0.13 of improvements for
En→Km and Km→En; 0.59 and 0.79 for En→Ps
and Ps→En.

3.6 Ensemble

Six Transformer models are trained with different
seeds, including 2 deep, 2 big and 2 large variants.
The ensemble model improves the performance
by 1.0 on Zh→En and 0.4 on En→Zh in terms of
BLEU.

For Km/En and Ps/En pairs, we trained 4 and 6
Transformer-Deep models for Km/En and Ps/En.
However, due to the size limitation, the improve-
ments of ensemble is not significant for these two
language pairs.

3.7 Ensemble MT Fine-tuning

We perform an additional experiment, named En-
semble MT Fine-tuning. First of all, we fine-tune 6
models on the 18 test set and produce the transla-
tion (mt) with the ensemble of them on the 19 test
set. Then, we fine-tune the un-fine-tuned 6 models
with the mt, which surprisingly improves about 0.6
BLEU on En→Zh. But we see no improvements
on Zh→En. This experiment is also performed on
Km/En and Ps/En language pairs, but only obtains
limited improvements.

While submission, we fine-tune all 6 models on
18 test set and produce the mt with the ensemble
model on the 20 test set. We then use the mt of

Zh→En
System news2018 news2019

baseline 24.98 25.76
+ Data Selection 25.44 26.89 (+1.1)
+ Back-Translation 27.11 27.49 (+0.6)
+ EKD 27.18 29.06 (+1.5)
+ Forward-Translation 28.55 30.45 (+0.4)
+ Fine-tuning - 35.07 (+4.6)
+ Ensemble - 36.11 (+1.0)
+ Ensemble MT Fine-tune - 36.11 (+0.0)

2020 Submission 34.3

Table 2: The experimental result of Zh→En

En→Zh
System news2018 news2019

baseline 37.84 34.86
+ Data Selection 38.91 36.47 (+1.6)
+ Back-Translation 44.29 38.48 (+1.3)
+ EKD 44.19 38.68 (+0.2)
+ Forward-Translation 43.79 39.69 (+1.0)
+ Fine-tuning - 39.89 (+0.2)
+ Ensemble - 40.32 (+0.4)
+ Ensemble MT Fine-tune - 41.00 (+0.6)

2020 Submission baseline 46.0

Table 3: The experimental result of En→Zh

20 test set to fine-tune the original un-fine-tuned
model to get the final one.

3.8 Re-ranking

We also tested the noisy channel re-ranking pro-
posed in (Ng et al., 2019b). However, we do not
see consistent improvements on the news2019 and
devtest set, thus we give up using the strategy in
the submission for all three language pairs.

3.9 Similar Language Augmentation

We also investigate whether performing data aug-
mentation with corpora in similar languages can
boost system performances on low resource tasks
like En/Km and En/Ps. Inspired by (Kudugunta
et al., 2019) who propose the concept of language
similarity that can be measured by the SVCCA
score on hidden representations of a language pair.

We select top-two similar languages for Km and
Ps, by referring to the (Kudugunta et al., 2019).
We then collect a set of bilingual text from these
languages and mix them into the original training
set. For Ps, we collect bilingual corpus of Persian
(Fa) and Urdu (Ur) for augmentation, and create
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Km→En
System dev devtest

baseline 7.54 5.90
+ Strict Fast-align 10.63 8.69 (+2.79)
+ Back-Translation 16.48 14.02 (+5.33)
+ Forward-Translation 18.04 15.19 (+1.17)
+ Fine-tuning - 15.32 (+0.13)
+ Ensemble - 15.47 (+0.15)

2020 Submission 25.33

Table 4: The experimental result of Km→En

En→Km
System dev devtest

baseline 29.27 27.93
+ Strict Fast-align 41.39 37.72 (+9.79)
+ Back-Translation 44.61 40.27 (+2.55)
+ Forward-Translation 46.81 42.77 (+2.50)
+ Fine-tuning - 47.89 (+5.12)
+ Ensemble - 48.46 (+0.57)

2020 Submission 58.58

Table 5: The experimental result of En→Km. Note that
the BLEU score of the dev and devtest are calculated
with sentences tokenized with char-based tokenizer.

Ps→En
System dev devtest

baseline 5.43 6.9
+ Strict Fast-align 7.4 7.31 (+0.41)
+ Back-Translation 14.96 15.39 (+8.08)
+ Forward-Translation 15.87 16.04 (+0.65)
+ Fine-tuning - 16.83 (+0.79)
+ Ensemble - 17.25 (+0.42)

2020 Submission 23.1

Table 6: The experimental result of Ps→En

a mixed corpora (Ps:Fa:Ur=8:10:3) with a size of
2.6M, much larger than the original bitext corpus.
For Km, we collect Polish (Pl) and Corsican (Ca)
as the augmentation language (Km:Pl:Ca=2:2:1)
and mix them with the total size of 2.1M.

The experimental result shows that the augmenta-
tion improves the BLEU score by 1-3 points on all
directions compared to merely training on the origi-
nal training set, demonstrating that incorporate data
of similar languages for data augmentation is ef-

En→Ps
System dev devtest

baseline 4.15 4.3
+ Strict Fast-align 6.0 6.13 (+1.83)
+ Back-Translation 9.01 9.02 (+2.89)
+ Forward-Translation 9.3 9.2 (+0.18)
+ Fine-tuning - 11.02 (+0.59)
+ Ensemble - 11.44 (+0.42)

2020 Submission 12.1

Table 7: The experimental result of En→Ps

fective. However, this advantage disappears when
comparing with the strategy of using the Forward
and Backward Translation with original language
pair, because BT and FT fill the gap of the differ-
ence in the data size, and thereby fills the gap of
the performance.

Although this strategy works fine on a corpus
with limited size, it is not as feasible as BT. At the
same time, we understand that applying external
similar language corpora is not allowed in the con-
strained track, and finally give up this method. But
we would like to conduct further researches on this
direction.

4 Results

This section presents the experimental results for
each direction of all three language pairs in Table
2,3,4,5,6and 7, where the contribution of strategies
introduced in previous sections are listed in each
row.

5 Analysis

Here are several findings worthy of sharing during
our experiments:

• We test different combinations of model ar-
chitectures for ensemble, and find that the het-
erogeneous combinations often perform bet-
ter than homogeneous combinations when the
performance of each model is similar. We
suppose that heterogeneous architectures are
good at learning different kinds of patterns,
which is potentially effective for ensemble.

• While performing data selection, we also test
language models as described in (Ng et al.,
2019b), but found that fasttext performed bet-
ter than LMs. We consider this finding is
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relatively intuitive because the objective of
training the classifier could naturally distin-
guish features of inter-class samples and clus-
ter inner-class samples, which should be more
efficient than using LMs.

• When we perform back-translation and
forward-translation on Km/En pairs, we find
that no matter in which direction, monolin-
gual text from news domain performs con-
sistently better than that from wiki domain,
but the bilingual texts are actually from wiki.
The reason for the performance improvements
contributed by news corpus might be that the
size of the filtered bilingual corpus is small,
therefore requires to learn more semantic pat-
terns from BT and FT. Such semantic patterns
appear more often in news corpus and thus
surpass the loss caused by domain shifting.

6 Conclusion

This paper presents the submissions by HW-TSC
on the WMT 2020 News Translation Task. For
each direction in three language pairs, we perform
experiments with a series of pre-processing and
training strategies. The effectiveness of each strat-
egy is demonstrated. Our experiments on similar
language augmentation shows that corpora with
similar languages can be used for performance im-
provements in low resource scenarios. Our sub-
mission finally achieves competitive result in the
evaluation.
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