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Abstract

This paper describes the first trial of neu-
ral machine translation (NMT) from historical
Japanese to contemporary Japanese. To com-
pensate for the lack of parallel data, we used
pre-trained word embeddings for the input of
the system and performed diachronic domain
adaptation in the order of time. We investi-
gated and compared an NMT system without
pre-trained word embeddings, an NMT sys-
tem with pre-trained word embeddings trained
with contemporary Japanese, an NMT sys-
tem with word embeddings diachronically
domain-adapted at one time, and NMT sys-
tems with word embeddings that were grad-
ually domain-adapted in the order of time. Al-
though our system did not outperform statisti-
cal machine translation, experiments revealed
that diachronic domain adaptation is effective,
especially if it is performed in the order of
time.

1 Introduction

This paper describes a neural machine transla-
tion (NMT) system for translation from histori-
cal Japanese to contemporary Japanese. In recent
years, machine translation using deep learning, or
NMT, has been intensively studied. Although there
is a study of statistical machine translation (SMT)
from historical Japanese to contemporary Japanese
(Hoshino et al., 2014), to the best of our knowl-
edge, there have been no studies on an NMT sys-
tem that translates historical Japanese to contempo-
rary Japanese. NMT systems generally output flu-
ent translations. Therefore, NMT is expected to im-

prove the fluency of contemporary Japanese transla-
tion. However, it is difficult to obtain a model with
high performance when only small parallel corpora
are available, as NMT systems usually require large
parallel corpora for training (Koehn and Knowles,
2017). Because the available parallel corpus of his-
torical and contemporary Japanese is small, NMT
is not appropriate for translation from historical
Japanese to contemporary Japanese.

To improve translation performance, translation
models are sometimes initialized with pre-trained
word embeddings trained with a large corpus for lan-
guage pairs that do not have sufficient parallel cor-
pora (Qi et al., 2018). We believe that this method
can also be effective for the translation model from
historical Japanese to contemporary Japanese.

To obtain high-quality word embeddings, it is de-
sirable to train them using a large training corpus.
Therefore, the use of word embeddings trained with
a contemporary Japanese corpus that is much larger
than the historical Japanese corpus is expected.
However, when the word embeddings trained with
contemporary Japanese are directly used for the
translation model, the model is expected to have
poorer performance because the domains of the
word embeddings and inputs differ from each other.

In addition, because the parallel corpus of his-
torical and contemporary Japanese contains litera-
ture from different time periods, the meaning of the
words or the words themselves may change accord-
ing to the period. We thus propose a method for
initializing the translation model with word embed-
dings generated from a contemporary Japanese cor-
pus and perform gradually diachronic domain adap-



tation by fine-tuning using the corpus written in each
period in the order of time (see Section 3). We
compared other initialization methods in which pre-
trained word embeddings were directly used or were
fine-tuned using the entire historical corpus at one
time (see Section 4).

The findings of this paper are listed as follows:

(1) The bilingual evaluation understudy (BLEU)
score of the proposed method outperformed
that of other methods, as discussed in Section
5,

(2) The quality of translation displayed improve-
ment when diachronically domain-adapted
word embeddings in the order of time were
used; the model could translate words that ap-
peared only in a corpus of a specific time period
(see Section 6),

(3) However, the translation model that was di-
achronically domain-adapted up to a certain pe-
riod did not always exhibit the best translation
performance on the test set of that period, as
discussed in Section 6.

2 Related Work

Hoshino et al. (2014) proposed a method for obtain-
ing a sentence-based parallel corpus using a rule-
based score function for aligning sentences from
a paragraph-based parallel corpus of historical and
contemporary Japanese. They translated historical
Japanese to contemporary Japanese using a SMT
system trained with the corpus obtained by the pro-
posed method, and demonstrated the effectiveness
of their proposed sentence aligning method. We be-
lieve that our study was the first to utilize NMT for
translation from historical Japanese to contemporary
Japanese.

Much research has been conducted on natural lan-
guage processing using word embeddings, or dis-
tributed representations. Classification tasks, or se-
quence labeling tasks, using deep learning usually
utilize pre-trained word embeddings; however, pre-
trained word embeddings are rarely used in NMT.
This is because the translation model itself learns
suitable word embeddings when it is trained with
a large parallel corpus. However, the initialization
of inputs with pre-defined word embeddings offers

the potential for improved translation performance
when the translation model is trained with only a
small parallel corpus. Qi et al. (2018) demonstrated
that the use of pre-trained word embeddings for the
training of NMT improved the translation perfor-
mance for language pairs that had only a small par-
allel corpus.

For the domain adaptation method of word em-
beddings, we employed fine-tuning. Faruqui et al.
(2015) proposed the retrofitting method, demon-
strating that fine-tuning with another corpus im-
proved the quality of the word embeddings. Yag-
inuma et al. (2018) performed word sense disam-
biguation in Japanese using fine-tuned word embed-
dings.

In addition, Kim et al. (2014) performed di-
achronic fine-tuning. They automatically detected
changes in language over time through a chronolog-
ically trained neural language model. They obtained
word embeddings specific to each year and demon-
strated that some words had changed their meanings.
Based on their research, we believe that diachroni-
cally domain-adapted word embeddings can capture
changes in language meanings over time.

3 Diachronic Domain Adaptation of Word
Embeddings Using Historical Corpus

In this study, we propose the initialization of in-
puts to the NMT model with diachronically domain-
adapted word embeddings. Following the study by
Kim et al. (2014), we chronologically fine-tuned the
word embeddings starting from the newest corpora
(contemporary Japanese corpus) to the oldest cor-
pora. This is the domatin adaptation of time.

We fine-tuned the word embeddings in the order
of time to minimize the drift in meaning over time.
We employed the fine-tuning method used by Yag-
inuma et al. (2018).

We used the parallel corpus of historical and con-
temporary Japanese from four periods: the modern
period (after the Edo period), Muromachi period,
Kamakura period, and Heian period 1.

The procedures of diachronic domain adaptation
are as follows:

1Edo, Muromachi, Kamakura, Heian, and Nara Periods are
from 1603 to 1868, from 1336 to 1573, from 1185 to 1333, from
794 to 1185, and from 710 to 794, respectively. These periods
are defined according to the political systems by historians.



(1) Fine-tune word embeddings pre-trained with
contemporary Japanese using the modern cor-
pus,

(2) Fine-tune the corpus obtained in step (1) using
the Muromachi corpus,

(3) Fine-tune the corpus obtained in step (2) using
the Kamakura corpus,

(4) Fine-tune the corpus obtained in step (3) using
the Heian corpus.

4 Experiments

4.1 Model
In our experiments, we employed an encoder-
decoder model2 based on long short-term mem-
ory (LSTM) with attention. OpenNMT3, an open-
source NMT tool, was used for implementation. We
utilized two unidirectional LSTM layers for the hid-
den layers and global attention (Luong et al., 2015)
for attention. The vector sizes of the word embed-
dings and the hidden layers were set to 200 and
512, respectively, for both the encoder and decoder.
Adam was used as the optimization algorithm, and
the learning rate was set to 0.001. The vocabulary
size treated by the model was limited to 20,000 for
each of the source and target data, and unknown
words were processed as <unk> tokens. The hy-
per parameters were determined according to pre-
liminary experiments.

We initialized the weights of the word embed-
ding layer of the translation model. In this study,
the word embeddings pre-trained with the contem-
porary Japanese corpus were diachronically domain-
adapted using the historical Japanese corpus, and
used to initialize the weights of the word embedding
layer of the encoder of the translation model. These
word embeddings were also directly used for the de-
coder of the translation model.

We used the BLEU score (Papineni et al., 2002)
to evaluate the translation model. Each method was
given different seeds validated on each 5,000th step
and was tested with the translation model with the
highest BLEU score. The average BLEU scores over

2We also tried a transformer model but the performance
greatly varied depending on each trial. Also, the averaged per-
formance did not surpass the encoder-decoder model. Therefore
we decided to use an encode-decoder model.

3https://github.com/OpenNMT/OpenNMT

three trials using different seeds were evaluated as
the scores of the translation models.

For comparison, we conducted experiments in
which the weights of the word embedding layer
were directly initialized with word embeddings
pre-trained with the contemporary Japanese corpus
without fine-tuning. In addition, we performed ini-
tialization with word embeddings pre-trained with
the contemporary Japanese corpus and fine-tuned
with the entire historical corpus at one time. Fur-
thermore, we evaluated ensemble methods of mod-
els of diachronic domain adaptation at one time and
models of diachronic domain adaptation in order of
time. For the ensemble methods, we used the en-
semble option of OpenNMT 4.

4.2 Data Set

We utilized a parallel corpus of historical and con-
temporary Japanese extracted by Hoshino et al.
(2014) for translation. The sentences in this cor-
pus were extracted from the corpus we used for fine-
tuning: The Complete Collection of Japanese Clas-
sical Literature published by Shogakukan 5. This
corpus can be classified into five sub-corpora based
on the periods in which each piece of literature was
written. The statistics of the corpus are presented in
Table 3. The periods in which each piece of litera-
tures was written was determined by referring to the
guide to the contents on the official website of the
corpus 6.

Following Hoshino et al. (2014), we used three
sub-corpora for the training and test data of the
translation model. The modern Japanese corpus
consisted of texts written after the Edo period, while
the Kamakura corpus consisted of texts written in
the Kamakura period. The Heian corpus consisted
of texts written in the Heian period. The number of
sentences in the modern, Kamakura, and Heian cor-
pora were 4,577, 30,075, and 52,032, respectively,
for a total of 86,684 sentences. The Muromachi cor-
pus consisting of literature written in the Muromachi
period was used only for fine-tuning because previ-

4https://github.com/OpenNMT/OpenNMT-py/
pull/732

5https://japanknowledge.com/en/contents/
koten/

6https://japanknowledge.com/en/contents/
koten/title.html



ous research did not use it for testing. We did not use
literature written in the Nara period at all because
previous research did not use it for testing. Liter-
ature written in this period is also not suitable for
fine-tuning because it is the oldest literature.

We divided the parallel corpus into training, de-
velopment, and test corpora following previous re-
search. The number of sentences were 82,591,
2,093, and 2,093, respectively (see Table 1). We ran-
domly selected the test sentences. The ratio of the
number of sentences of the entire corpus for each
period in which the sentences were written is iden-
tical to that of the text examples. The number of
sentences in the modern, Kamakura, and Heian cor-
pora was 4577, 30,075, and 52,032, respectively,
totaling to 86,684 sentences. Therefore, the num-
ber of sentences in the modern, Kamakura, and
Heian corpora was 123, 739, and 1231, respectively.
(123:739:1,231) = (4,577:30,075:52,032)

The number of examples in the test set is pre-
sented in Table 2. We used MeCab v0.9967 as a
morphological analyzer and UniDic for Early Mid-
dle Japanese v1.38 (Ogiso et al., 2012) and UniDic
v2.3.04 (Maekawa et al., 2010) as dictionaries for
historical and contemporary Japanese, respectively.
We limited the length of an input or output sentence
to 100 words.

Historical Japanese
Total Number of Sentences 86,684
Vocabulary Size 49,200
Number of Tokens 2,774,745

Contemporary Japanese
Total Number of Sentences 86,684
Vocabulary Size 45,690
Number of Tokens 3,611,783

Table 1: Parallel corpus of historical and contemporary
Japanese.The data for translation are extracted from par-
allel corpus of Complete Collection of Japanese Classical
Literature (see Table 3).

4.3 Word Embeddings

We used NWJC2vec (Shinnou et al., 2017) for
the word embeddings for contemporary Japanese.

7https://taku910.github.io/mecab/
8https://unidic.ninjal.ac.jp/

Period Number of Example
Modern Test Set 123
Kamakura Test Set 739
Heian Test Set 1,231

Table 2: Number of test example according to period

These word embeddings were generated from the
NWJC-2014-4Q dataset (Asahara et al., 2014),
which is an enormous Japanese corpus developed
using the word2vec tool (Mikolov et al., 2013a;
Mikolov et al., 2013b; Mikolov et al., 2013c). Tables
6 and 4 present summary statistics for the NWJC-
2014-4Q data and the parameters used to generate
the word embeddings, respectively.

CBOW or skip-gram -cbow 1
Dimensionality -size 200
Number of surrounding words -window 8
Number of negative samples -negative 25
Hierarchical softmax -hs 0
Minimum sample threshold -sample 1e-4
Number of iterations -iter 15

Table 4: Parameters used to generate NWJC2vec

We followed Yaginuma et al. (2018) for the pa-
rameters for fine-tuning NWJC2vec (see Table 5).
The other parameters were set to the default settings.

CBOW or skip-gram -cbow 1
Dimensionality -unit 200
Number of surrounding words -window 5
Number of negative samples -negative 5
Batch size -batchsize 1000
Number of iterations -iter 10

Table 5: Parameters used to fine-tune NWJC2vec

5 Results

Table 7 presents the BLEU scores of the entire test
data according to each model. SMT (Hoshino et al.,
2014) refers to the results of Hoshino et al. (2014),
who used an SMT system to perform translation
from historical Japanese to contemporary Japanese.
Baseline refers to the results of the NMT model
when only the parallel corpus of historical and con-



Total Number of Sentences Vocabulary Size Number of Tokens
Modern 22,485 25,584 544,293
Muromachi 12,640 14,931 386,101
Kamakura 35,020 29,062 933,190
Heian 59,744 29,520 1,543,102
Nara 4,832 6,013 112,094
Total 134,721 61,345 3,518,780

Table 3: Parallel corpus of Complete Collection of Japanese Classical Literature published by Shogakukan

Number of URLs collected 83,992,556
Number of sentences (Some are overlapped) 3,885,889,575
Number of sentence (No overlapping) 1,463,142,939
Number of words (tokens) 25,836,947,421

Table 6: Statistics for the NWJC-2014-4Q dataset

temporary Japanese was used without using pre-
trained word embeddings. NWJC2vec refers to the
results of the NMT model when NWJC2vec was di-
rectly input to the system without fine-tuning. Entire
historical corpus represents the results of the trans-
lation model when NWJC2vec was fine-tuned with
the entire historical corpus at one time. +Ensem-
ble refers to the results of an ensemble method. We
evaluated two types of ensemble methods. The first,
+Ensemble at one time is an ensemble method using
the top three translation models of the Entire histor-
ical corpus. (1) Modern, (3) Modern→Muromachi
→Kamakura, and (4) Modern→Muromachi→Ka-
makura→ Heian are the results of translation mod-
els in which NWJC2vec was diachronically domain-
adapted in the order of time. We did not evalu-
ate (2) Modern→Muromachi because previous re-
search did not use texts written in the Muromachi
period for the training and test data. The second en-
semble method, +Ensemble in order of time, is the
ensemble method of models (1), (3), and (4).

According to Table 7, the best method among all
NMT systems was the ensemble methods using di-
achronic domain adaptation in the order of time.
Particularly, it outperformed the ensemble method
of the top three models of diachronic domain adap-
tation using the entire contemporary Japanese cor-
pus at one time. In addition, all diachronic domain
adaptation methods in the order of time surpassed
the Entire historical corpus. These results imply that
diachronic domain adaptation in the order of time is

effective.
Moreover, all methods using fine-tuning out-

performed the baseline, although NWJC2vec, the
model that directly used the word embeddings pre-
trained with contemporary Japanese, were unable to
outperform the baseline. This result indicates that
fine-tuning using the historical corpus is effective.
However, even the best NMT model did not sur-
pass the SMT model. We believe that this is be-
cause NMT requires more parallel data than SMT.
The BLEU score of the best NMT method was
more than 2 points higher than that of the baseline
method. However, the differences between models
of diachronic domain adaptation in the order of time
and models of diachronic domain adaptation at one
time were not very large.

In addition, Table 7 indicates that the BLEU score
decreased for earlier time periods when the word
embeddings were diachronically domain-adapted in
the order of time. Table 8 lists the BLEU scores of
the proposed method according to each period. Ac-
cording to this table, the translation model in which
(1) only the modern corpus was used for fine-tuning
was the best for the modern test set. In addition, (4)
diachronic domain adaptation up to the Heian pe-
riod was the best for the Kamakura test set and out-
performed (3) diachronic domain adaptation up to
the Kamakura period. Furthermore, (1) diachronic
domain adaptation up to the modern period was the
best for the Heian test set. The second best was (3)
diachronic domain adaptation up to the Kamakura



Method BLEU
SMT (Hoshino et al., 2014) 28.02
Baseline 19.22
NWJC2vec 19.16
Entire historical corpus 19.24
+Ensemble at one time 20.94
Diachronic domain adaptation in order of time
(1) Modern 19.43
(3) Modern→Muromachi→ Kamakura 19.33
(4) Modern→Muromachi→ Kamakura→ Heian 19.29
+Ensemble in order of time 21.59

Table 7: BLEU scores of entire test data according to each model

period, whereas (4) diachronic domain adaptation up
to the Heian period was the worst.

6 Discussion

Although the BLEU score did not significantly
improve for the proposed method, some exam-
ples demonstrated the effectiveness of the proposed
method.

Table 9 presents translation examples in which (a)
diachronic domain adaptation up to the Kamakura
period was better and (b) the ensemble method of
the proposed methods was better.

For example, (a) “やまとうた (Japanese poems)”
could not be translated to “和歌 (Japanese poem)”
until only the modern corpus was used for fine-
tuning; however, it could be translated correctly af-
ter the Kamakura corpus was used. In this example,
diachronic domain adaptation improved the transla-
tion.

Furthermore, example (b) in Table 9 demonstrates
that the word “騒がしき (noisy)” was erroneously
translated when the word embeddings were fine-
tuned with the entire data set at one time, but
were correctly translated when they were gradually
domain-adapted in the order of time. This example
also demonstrates the effectiveness of the proposed
method.

Next, we consider the effects of domain adap-
tation in the order of time. We hypothesized that
the translation model would exhibit the best perfor-
mance when the model was diachronically domain-
adapted up to the time when the test set was writ-
ten; however, Table 7 indicates that this hypothesis

was not always correct. When the proposed method
was used, unknown words decreased for earlier time
periods because the fine-tuning method we used fol-
lowing Yaginuma et al. (2018) added a new entry
when the new corpus included a new word that ex-
ceeded the threshold value. However, (1) diachronic
domain adaptation up to the modern period was the
best not only for the modern test corpus but also
for the Heian corpus. However, the difference be-
tween the models for the Heian corpus was rather
subtle compared to that for the modern corpus or
Kamakura corpus; it was only 0.13 for the Heian
corpus but 1.65 for the modern corpus and 0.6 for
the Kamakura corpus. In other words, for the Heian
corpus, there was no large difference based on the
translation model of time.

Future work will include the investigation of ef-
fects of other word embeddings, such as fastText
and Glove. In addition, diachronic domain adapta-
tion using contextual word representations, such as
ElMo and BERT, would be interesting.

7 Conclusion

This paper is the first to present an NMT system
that translates historical Japanese to contemporary
Japanese. We proposed diachronic domain adapta-
tion of word embeddings in the order of time. We
gradually fine-tuned the word embeddings for the in-
put of the system in the order of time using a corpus
written in each period. The NMT results were un-
able to surpass the results of the SMT system due to
the lack of sufficient parallel data. In addition, the
hypothesis that the translation model should have



Modern Kamakura Heian
(1) Modern 5.24 25.16 19.53
(3) Modern→Muromachi→ Kamakura 4.09 25.65 19.43
(4) Modern→Muromachi→ Kamakura→ Heian 3.59 25.76 19.40

Table 8: BLEU scores of the proposed method according to each period

(a) An example where diachronic domain adaptation until Kamakura period is better
Input Sentence: やまとうた (Japanese poems)の道、浅きに似て深く、

Reference translation: 和歌 (Japanese poems)の道は、
浅いようでいてじつは深く、

English translation: The soul of Japanese poems seems shallow,
but it is in fact profound.

Baseline: <unk>の道は、浅いのに似て深く、
Modern: <unk>の道、浅いのと同様に、深くて、

Modern→Muromachi→Kamakura: 和歌 (Japanese poems)の道は、浅い時代に似て深く、
(b) An example where ensemble method of proposed methods is better

Input sentence: 大饗に劣らず、あまり騒がしき (noisy)までなん
集ひたまひける。

Reference translation: 大饗のときに劣らないほど、あまりに騒がしい (noisy)まで
大勢お集まりになるのだった。

English translation: There came together as many people as people at a royal party
and it was almost too noisy.

Baseline: 大饗にも劣らず、あまりにもあわただしい (hasty)くらいに
お集まりになった。

Entire historical corpus: 大饗に負けず、あんまり暑い (hot)まで
集まっておいでになった。

Diachronic domain adaptation: 大饗に劣らず、あまりに騒がしい (noisy)まで
集まっておいでになった。

Table 9: Translation examples



the best performance when the input of the system
is diachronically domain-adapted up to the period
in whihc the test corpus is written was not always
correct. However, the translation performance when
the word embeddings were domain-adapted in the
order of time was better than that when the embed-
dings were domain-adapted at one time. In addition,
some examples in which diachronic domain adapta-
tion improved the translations were observed.
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