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Abstract

In this work, we set up a novel task of playlist
context prediction. From a large playlist title
corpus, we manually curate a subset of multi-
lingual labels referring to user activities (e.g.
‘jogging’, ‘meditation’, ‘au calme’), which we
further consider in the prediction task. We
explore different approaches to calculate and
aggregate track-level contextual semantic em-
beddings in order to represent a playlist and
predict the playlist context from this represen-
tation. Our baseline results show that the task
can be addressed with a simple framework us-
ing information from either audio or distribu-
tional similarity of tracks in terms of track-
context co-occurrences.

1 Introduction

1.1 Motivation for user listening context
prediction for playlists

The origination of playlists has changed over the
last two decades. Before, it used to be regarded
as the work of skilled DJs or curators who had
significant musical knowledge and accessibility to
music databases. However, as the general music
consumption has shifted to streaming services and
the entire music database has became accessible
to anyone, the creation of playlists has become a
common way for users to organise their music cat-
alogue in coherent collections for different listen-
ing circumstances or with different themes (Pichl
et al., 2016; Dias et al., 2017).

Hence, considering how pervasive playlists are
in music streaming services, being able to auto-
matically predict their possible listening contexts
could enable us to perform context-aware track
recommendation for playlist continuation or to
generate context-centered playlist captions.

Track-level information, such as social tags,
metadata and audio content, has been widely used

∗ This work is an extended version of the author’s re-
search internship at Deezer.

Playlist titles (Deezer) Track-level tags (Last.fm)
soiree, rock, chill, rock, pop, alternative,
dance, cool, sport, indie, electronic,
pop, electro, divers, female vocalists,
ambiance, party, favorites, Love, dance,
funk, rap, running, 00s, alternative rock,
love, annee 80, jazz, beautiful,
voiture, new, calme, singer-songwriter, metal
relax, latino, chillout, male vocalists,
gym, summer, Awesome, classic rock,
house, oldies, soul, indie rock, Mellow,
classique, apero, electronica, 80s, folk,
mix, slow, british, 90s, chill,
musique american, instrumental

Table 1: 30 most commonly used titles from Deezer
playlist dataset (left) and 30 most commonly used tags
from Last.fm dataset (right). The bold text ones are
related to ‘user-context’ category, and the normal ones
are related to ‘music-context’ or ‘music-content’ cate-
gories. The italic ones could relate to either of ‘user-
context’ or ‘music-content’.

in research efforts seeking to unveil the general
musical semantics (Levy and Sandler, 2008; Nam
et al., 2018) or context-related aspects (Ibrahim
et al., 2020) of single tracks. However, to our
knowledge, the problem of how to deduce the mu-
sic listening context for playlists by relying on sig-
nals from their track constitution has not been yet
researched.

1.2 Playlist titles as contextual cues

The word ‘context’ as employed by the recommen-
dation system community encompasses a wide
range of information such as activities, demo-
graphic information, emotional states, or weather-
related information (Kaminskas and Ricci, 2012).
In order to infer the user listening context, very di-
verse sources of data such as device logs are neces-
sary (Cunningham et al., 2008; Wang et al., 2012;
Gillhofer and Schedl, 2015), although in practical
scenarios it is very challenging to access most of
them while respecting user privacy.

The titles of user-created playlists, on the con-
trary, frequently encode information with regard to



Figure 1: Per-title numbers of track instances (blue bar) / playlist instances (orange bar).

specific listening contexts and appear often as pub-
lic user information (Pichl et al., 2015). These ti-
tles are noisy since they are crowd-sourced. How-
ever, a sufficiently large corpus can give statisti-
cally meaningful cues. In this work, we utilize a
large playlist dataset where each playlist has as-
sociated a user-created title, which we leverage to
infer the listening context that a playlist would fit.

Unlike the track-level tags or metadata, a
playlist title is more likely to represent the user
listening context of the corresponding sequence of
music tracks. As shown in Table 1, among the 30
most commonly used playlist titles in the Deezer
playlist dataset, 8 are related to user-context cate-
gory rather than to music-context or music-content
categories (Schedl, 2013) compared to none in the
track-level tags dataset (Last.fm).

While there have been multiple research works
that leverage playlist titles as supplementary in-
formation for a music recommendation or playlist
continuation task (Pichl et al., 2015; Zamani et al.,
2019), the playlist title prediction task has not been
studied. In the current work, we focus on a sub-
set of titles referring to the context. However, the
method we explore could be easily adapted to new
title categories.

1.3 Context-related title prediction for
playlists

The largely overlapping track-level information
between different playlist titles can pose difficul-
ties for the playlist title prediction task. For ex-
ample, tracks in a playlist with the title ‘running’
might be very similar to ones in a playlist with
the title ‘workout’ (Ibrahim et al., 2020). A pre-
vious work (Pichl et al., 2015) has tried clustering
playlists with lemmatized titles to use as an ad-
ditional feature for the recommendation system,
while another research work (McFee and Lanck-
riet, 2012) has attempted to tackle this overlap-
ping characteristic issue with a hypergraph model.

However, the explicit distinction between different
playlist contexts is left unclear even though those
past works have helped improving the recommen-
dation performance.

Here, we propose a framework to extract a se-
mantic representation of a playlist as a low dimen-
sional embedding related to its title or a specific
desired concept such as the context, or user ac-
tivities. To evaluate the representational power of
these embeddings, we design and conduct activity-
related title prediction experiments and compare
the results obtained with different architectures.

2 Data preparation for user activity
prediction from playlists

To set up a playlist dataset with activity labels,
we first collected 2M user-created playlists from
Deezer along with their titles. After a text clean-
ing and normalization 1 procedure, we chose 1,000
most commonly used playlist titles as our initial
candidates.

A manual annotation experiment was further
organised. Three music information retrieval re-
searchers annotated each title as corresponding to
a specific user activity or not. Then, 176 titles
that were voted by at least two our of three an-
notators were selected (majority voting). Since
Deezer playlist titles were multi-lingual, we fur-
ther merged some cross-lingual synonyms into
a single representative label, ending up with 58
activity categories (see Figure 1). We split the
playlists into training (80%) and test set (20%) in
stratified way, and filtered out any tracks that occur
only on the test set playlists. This is because one of
our baseline approaches requires track-level em-
beddings computed from the track-title matrix of
the training set. The whole procedure left us with

1We lowercase and remove special characters, although
we keep emoji’s and some of widely used combinations of
special characters manually chosen. (e.g.‘<3’ or ‘:)’)



156,269 playlists that had one of the 58 activity-
related titles and 154,611 unique tracks included
in these playlists. The average number of tracks in
a playlist was 46.38 and their standard deviation
was 36.08.

3 Baseline playlist embedding models

Playlist embedding task is a many-to-one infer-
ence problem where sequential data inputs are
aggregated to infer one embedding, in this case
context-related. This problem is similar to the sen-
tence embedding problem from the natural lan-
guage processing field. Tracks are constitutive el-
ements of a playlist as words are of a sentence
(Kalchbrenner et al., 2014).

3.1 Using title-track matrix factorization
(MF) based embeddings

Our first approach is to apply a 2-step procedure.
We first compute track-level semantic embeddings
based on title annotations in the playlist corpus.
Then, for a given playlist, we aggregate all the
track-level embeddings to make a sequence-level
prediction (detailed in Section 3.3)

We aim to extract track-level embeddings that
represent the ‘distributional similarity’ of tracks.
That is, the embeddings of tracks that occur to-
gether more often (are similarly distributed) within
playlists with the same title will be trained to be
closer. This is a basic strategy to learn word em-
beddings and train such semantic models in the
natural language processing field (Mikolov et al.,
2013; Pennington et al., 2014).

By seeing a playlist as a sentence and a track as
a word, we can apply any of widely used mod-
elling techniques that extract the semantic (the-
matic) embedding of each track, such as Latent
Dirichlet Allocation, Skip-gram (implicit matrix
factorization), Word2vec, GloVe etc. (Blei et al.,
2003; Levy and Goldberg, 2014; Mikolov et al.,
2013; Pennington et al., 2014). Another option
is to construct a matrix of playlist titles and track
counts to conduct singular value decomposition or
matrix factorization, and thus get an embedding
for each track (Sarwar et al., 2001; Zhou et al.,
2008; Hu et al., 2008).

Among these options, we chose the matrix fac-
torization that allowed the extraction of track em-
beddings along with title embeddings simultane-
ously. We used the playlists in the training set to
construct the ‘title-by-track co-occurrence’ matrix

by adding up all track counts from playlists that
are annotated with the same title. We then nor-
malized the matrix track-wise after computing TF-
IDF values. We applied alternating least square
algorithm (Bell and Koren, 2007) to factorize the
matrix, resulting in a 50-dim feature vector for
each track and title.
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Figure 2: Diagram of MF-based embedding model.

3.2 Using audio-based embeddings
Our second approach is to learn track embed-
dings directly from the audio content. We set up
a CNN architecture using a mel-spectrogram in-
put that were computed with 22,050 Hz sampling
rate, 1,024 FFT size, 512 hop size, and 128 mel
bins. A 3-second long mel-spectrogram segment
is put into the network with 5 layers of 1D convo-
lution. The network outputs 50-dim feature vec-
tor for each segment, and we average them to end
up with a 50-dim embedding for each track. In
this case, track-level audio embeddings are jointly
trained with the aggregated playlist embeddings in
an end-to-end manner.
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Figure 3: Diagram of audio embedding model.

3.3 Aggregation techniques of track
embeddings into playlist embedding

The aggregation of track embeddings into a
playlist representation is done in two ways: one is



Figure 4: MRR results per each title (MF embedding averaging model performances (blue bar) / audio embedding
LSTM model performances (orange bar)).

Model MRR FH@1 FH@5 MAP@5
MF-emb AVG 0.532 0.358 0.758 0.509
MF-emb LSTM 0.516 0.341 0.744 0.492
Audio AVG 0.533 0.359 0.759 0.510
Audio LSTM 0.543 0.371 0.771 0.521

Table 2: Baseline results on the playlist activity pre-
diction task. MF-emb denotes the matrix factorization
based embedding model, and Audio denotes the audio-
based embedding model. (MRR : mean reciprocal rank
/ FH:flat hit / MAP:mean average precision)

by simply averaging track-level embeddings and
the other is by using a single-layered LSTM net-
work that takes a sequence of track embeddings as
an input. After computing the aggregated infor-
mation for a single playlist, the resulted playlist
embedding is used as an input to a fully connected
layer and a softmax layer that outputs the predic-
tion for one of the 58 activity labels.

4 Results and discussion

As shown in Table 2, models using audio-based
embeddings performed slightly better than the
ones using the MF-based embeddings. One inter-
esting finding was that, for models using the MF-
based embeddings, the model was very prone to
overfit to the training set. This could be because
the track-level input embeddings were computed
from the matrix that partly originated from the
playlist-title table that the model was being trained
to predict. In this case, the simple approach of
averaging track embeddings ended up performing
better than making use of track-level details or the
sequential information. On the other hand, for
models using the audio-based embeddings, a more
complex architecture that considers track-level de-
tails and the sequential order performed better, as
expected.

Investigating the prediction performance on
each title (see Figure 4), ‘worship’, ‘chill’,
‘dance’, and ‘sunset’ were the most accurately

Num. of tracks
per title

Num. of playlists
per title

MRR per title
(MF-emb AVG) 0.7137 0.7472

MRR per title
(Audio LSTM) 0.6881 0.7227

Table 3: Pearson correlation coefficients between our
models’ prediction performances (MRR) and the num-
bers of instances for each title.

predicted ones for all the models. However, we
are facing a class imbalance problem where mod-
els are misguided to predict a title of the largest
sample size when playlists with different titles
have similar sequences of tracks. For exam-
ple, for playlists labeled with ‘caminhada (walk)’,
‘marathon’, or ‘joggin’, models would be trained
to predict as ‘run’ to simply achieve higher over-
all accuracy. As shown in Table 3, the sample size
and the accuracy per title have a meaningful cor-
relation.

Comparing results from different input repre-
sentations, ‘apres ski’, ‘sex’, and ‘wedding’ were
more accurately predicted by the audio-based em-
bedding models, while ‘yoga’ and ‘training’ were
more accurately predicted by the MF embedding-
based models.

Our initial results show that there is a large
room to discover about how each playlist is con-
structed for different user listening contexts. For
the top-1 prediction, almost half of the activity ti-
tles could not be predicted correctly even for a
single playlist. For the future work, we plan to
improve the selection of the representative con-
text titles, handle the class imbalance problem, and
experiment more advanced architectures, such as
self-attention architectures, to aggregate the track-
level sequential information. A multi-modal ap-
proach combining the two input representations
along with any extra information such as lyrics,
track metadata or user embeddings could also be
promising.
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