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Abstract

Sanskrit is one of the oldest languages of the
Asian Subcontinent that fell out of common
usage around 600 B.C. In this paper, we at-
tempt to translate Sanskrit to English using
Neural Machine Translation approaches based
on Reinforcement Learning and Transfer learn-
ing that were never tried and tested on Sanskrit.
Along with the paper, we also release mono-
lingual Sanskrit and parallel aligned Sanskrit-
English corpora for the research community.
Our methodologies outperform the previous
approaches applied to Sanskrit by various re-
searchers and will further help the linguistic
community to accelerate the costly and time-
consuming manual translation process.

1 Introduction

Sanskrit is one of the oldest, extensively studied,
and researched languages in the world.1 It is the
oldest Indo-Aryan Language prominently used in
Indo-European studies and now used for interlin-
gual translation to English and many other Indian
languages, however, the fact that it is dead in to-
day’s time cannot be denied. English has emerged
as the most popular language on the world level,
and the advent of globalization has led to the need
for cross-language translations. The developing re-
gions still used the regional languages, and thus the
translation of the English language into local lan-
guages can make information accessible. Machine
Translation is one of the most onerous tasks in nat-
ural language processing. Sanskrit is unique as it
does not work using a noun-phrase model.2 It’s
strict grammar rules, and syllables match being a
direct parent of Modern Hindi language. The chal-
lenges faced during machine translation of Sanskrit
to other languages are translation divergence or the

1https://en.wikipedia.org/wiki/Sanskr
it

2https://www.genpact.com/

ambiguity phrase due to multiple-meaning, the lack
of parallel language data. Lots of historical and
cultural data such as Bhagavad Gita, Ramayana,
Mahabharata, and Hindu Literature Vedas were
originally written in the Sanskrit language, and
most of them are untranslated to other languages.
Despite its important part in Indian culture and his-
tory, not much work has been done for translation
to or from the Sanskrit language.

Although the past few years, many efforts
have been made to translate Sanskrit to other
languages using various machine translation ap-
proaches. Mishra and Mishra (2008) and Gupta
et al. (2013) implemented example-based and rule-
based approaches for Sanskrit-English machine
translation. Later Mishra and Mishra (2010) im-
proved the Rule-Based Machine Translation ap-
proach by integrating with the Artificial Neural
Network (ANN) model. Recently Koul and Manvi
(2019) proposed an encoder-decoder based Neu-
ral Machine Transition approach for Sanskrit to
English.

In recent years Neural Machine Translation
techniques like Sequence to Sequence Learn-
ing, Encoder-Decoder attention-based architectures
(Bahdanau et al., 2014), and Transformers have
achieved State Of The Art (SOTA) results for super-
vised machine translation tasks. However, for low
resource methods like Back translation (Edunov
et al., 2018), Cross-Language Modeling, Phrase-
Based Machine Translation (Lample et al., 2018),
and Dual Learning Mechanism based upon rein-
forcement learning(He et al., 2016) takes the ben-
efit of monolingual data to improve the quality of
translations over supervised approaches. Unfortu-
nately, none of the above methods has been used
for Sanskrit’s machine translation task due to the
lack of linguistic resources.

Through this paper

https://en.wikipedia.org/wiki/Sanskrit
https://en.wikipedia.org/wiki/Sanskrit
https://www.genpact.com/
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• We test multiple machine translation ap-
proach based supervised methodology, Trans-
fer Learning, and reinforcement learning ap-
proach that leverages monolingual data for
Neural Machine Translation (NMT).

• We also release the collected parallel English
- Sanskrit data as well as monolingual data for
Sanskrit.

2 Related Work

Work by Mishra and Mishra (2009) mainly fo-
cuses on building tokenization, POS Tagger, and a
Named Entity Recognition (NER) system for the
Sanskrit language using statistical machine trans-
lation approach. Mane et al. (2010) introduced a
dictionary-based approach for implementing ma-
chine translation on Sanskrit by parsing and replac-
ing source word with the target using a bilingual
dictionary.

Bahadur et al. (2012) developed Machine trans-
lation which primarily focused formulation of Syn-
chronous Context-Free Grammar (SCFG) and a
subset of Context-Free Grammar (CFG). The de-
veloped model firstly tokenize input data and then
match the exact word or phrase from the dictio-
nary. The developed model also gathers informa-
tion about parts of speech (POS) of input sentences.
The work by Rathod (2014) implemented a Rule-
Based and Example-based approach for Machine
translation using a bilingual dictionary and speech
synthesizer that also converts speech to text. The
designed model was capable of grammar and spell
check too. An open-source web portal 3 collects
data from domains like primary and secondary
school Sanskrit literature books, also established
by Govt. of India in 2015. It also implements sta-
tistical Machine Translation algorithms and even
tries to solve Word Sense Disambiguation (WSD)
problem.

Apart from Koul and Manvi (2019) encoder-
decoder model, no such work has been done on
Sanskrit’s Neural Machine Translation in the best
of author’s knowledge.

3 Dataset

For this paper, we extracted parallelly allied
English-Sanskrit data as well as monolingual data
for each language. The parallel English-Sanskrit

3http://sanskrit.jnu.ac.in/shmt/index.
jsp

data, we obtained 2,100 sentences from OPUS4,
Sanskrit translation of Bible, Shlokas from Ra-
mayana and more sentences from Gita. As data
is extracted from multiple sources, sentences with
the same source but multiple translations and sen-
tences with the same translation, various sources
are removed. Finally, a parallel dataset with 9000
parallel lines is extracted, further divided into the
standard train, test, and validation set with a ratio
of 80:10:10, respectively.

For the monolingual data, we collected the data
from the Romanized version of Mahabharata, con-
sisting of 130,000 lines (approx) and for English,
we extracted Europarl dataset (Koehn, 2005)

4 Proposed Methodology

Previous Neural Machine Translation approaches
for Sanskrit mainly focus on Rule-Based Approach
and Encoder-Decoder Mechanism using LSTM
units. The classical Rule-Based approach is time-
consuming, requires much manual work by the lin-
guist, and does not have good learning capabilities.
In contrast, LSTMs based models tend to overfit
faster, suffer from issues related to polysemy, and
multiple word senses (Calvo et al., 2019; Huang
et al., 2011).

To handle all these issues, we first established
a baseline translation model using a multi-head
self-attention mechanism using encoder-decoder
architecture, as suggested by Vaswani et al. (2017).
Further, we improved the baseline translator using
a reinforcement learning approach by establishing
language models and agents that leverage mono-
lingual data. We further experimented with the
Transfer Learning approach for Machine Transla-
tion to get the benefit of lexically similar Hindi
language that is rich resource language.

4.1 Transformer Translator

Initially, the raw sentences were tokenized using
SentancePiece tokenizer (Kudo and Richardson,
2018), which is an unsupervised and language-
independent tokenization method. Further, the par-
allel and monolingual tokenized data was used
to train word-vectors of length 128, using the
word2vec (Mikolov et al., 2013) technique. As
the transformer architecture doesn’t maintain any
word order, so along with the trained word-vectors,
a positional encoding signal is mixed and given to
the encoder as input. Introducing the positional

4http://opus.nlpl.eu/
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encoding helps maintain the embedding informa-
tion and gives the vital position information to the
encoder. In the architecture, both encoder and de-
coder are formed by stacking four identical layers
in the same manner as described by Vaswani et al.
(2017). The encoder takes the representation of
Sanskrit token through word embedding and posi-
tional encoding, which is then fed to a multi-head
attention unit where feed-forward units with resid-
ual connections are employed between every other
sublayer. This signal normalizes and is given to the
decoder as input along with the output embeddings,
positional encoding, and masked multi-head atten-
tion. The decoder works similar to the encoder and
generates output word by word and finally makes a
sequence.

4.2 Reinforcement Translator

This methodology is inspired by He et al. (2016),
where we used our Transformer model as the trans-
lation model, and building the language model
from the Recurrent Neural Network (RNN) using
the monolingual data only. We define dual NMT as
a combination of Sanskrit to English considered to
be the primary task and English to Sanskrit being
dual. For both primary and dual tasks, we set indi-
vidual agents to perform two agent communication
games where they correct each other through a re-
inforcement learning process. The reward system
is a combination of Language model (r1) reward
and communication reward (r2), which can be ex-
pressed using the equation:

r = α(r1) + (1− α)r2. (1)

Where α is a hyper-parameter which is set to 0.1.
Further Transformer models are improved using
a policy gradient method (Sutton et al., 2000) for
maximum reward, which is a common methodol-
ogy in reinforcement learning. The process iterated
for 600 rounds and stoped when the translation
model converges. Other parameters such as beam
search size, learning rate, the individual reward for
each agent r1 and r2 were taken same as defined
by He et al. (2016)

4.3 Transfer Learning

The main idea of transfer learning is to transfer
the knowledge learned by a model trained on a
high resource language set, i.e., parent model, to
train another model with a similar application, i.e.,
child model. For our experimentation, we firstly

prepared a Hindi-English NMT model using Trans-
formers, as the parent model on 1.56 Million paral-
lel data provided by Kunchukuttan et al. (2017) and
training Sanskrit - English NMT model as a child
model. The Hindi data was firstly tokenized us-
ing Indic Tokenizer (Kunchukuttan, 2020), English
using Moses tokenizer (Koehn et al., 2007), and
Sanskrit using sentencepiece (Kudo and Richard-
son, 2018). Further Hindi-English NMT model
was trained using the same training procedure as
of Transformer model discussed in section 4.1

5 Result & Discussion

The baseline model in section 4.1 was implemented
using the OpenNMT Framework (Klein et al.,
2017). For the transfer learning implementation,
we used the NEMATUS toolkit (Sennrich et al.,
2017). The baseline and child model in the transfer
learning approach were trained, tuned, and tested
on the same data split set discussed in section 3.
For the quantitative evaluation, we used the BLEU
score (Papineni et al., 2002) for English translation
generated by the model against the test set. The
results obtained are shown in Table 1.

Architecture BLEU Rating

1. Transformer Translator 4.6 2.4

2. Reinforcement Translator 5.8 2.9

3. Transfer Learning 18.4 3.9

Table 1: Evaluation of different models with English
translation using BLEU scores

For the qualitative analysis, five Sanskrit lan-
guage experts were randomly given 50 sentences
each from all three models for the rating based on
the following rating schema:

• Good[5]: Sentence is interpretable by the lan-
guage expert, having no incorrectly translated
words.

• Helpful[3]: Sentence is interpretable by the
language expert with some context knowledge,
has some errors and wrong word order.

• Partially Helpful[1]: contains incorrectly
translated content words, few UNK Tokens,
but still interpretable by language experts.

• Wrong[0]: Sentence having many UNK To-
kens or untranslated words and considered as
not translated by a language expert.
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All average ratings are shown in the last column
of Table 1. Hyperparameters searched and best
selected for the baseline model during the training
are mentioned in the Table 2.

Hyperparameters Experimented Best

Epochs 200 200

Batch-Size 512,1024 1024

Number of Layer 4 4

Learning Rate Dynamic

Dropout 0.1 0.1

Dimensional Vectors 128,256 128

Table 2: Hyperparameter searching for the best results

Few Observations from results:

• Transfer Learning approach performs best
among all three models. The lexical simi-
larity between Hindi and Sanskrit helped in
achieving a better result.

• Transformer translator performed worst, most
likely due to small and sparse dataset from
various domains and a large number of param-
eters of the model. However, Reinforcement
learning made a slight improvement of 1.2
BLEU points.

• The dataset used Koul and Manvi (2019) is
different and not available to the public do-
main for testing, so it won’t be appropriate
to compare results of Koul and Manvi (2019)
with our experiments.

6 Conclusion

In this paper, we explored approaches that have
never before been used for the translation of the
Sanskrit language to English. Firstly we estab-
lished a baseline with the Transformer architec-
ture. Further, we improved the Transformer model
with Dual Learning methodology and gained small
improvement on BLEU Score. The best BLEU
Score we observed was with the Transfer Learn-
ing method. Although we will not like to make an
explicit comment that Transformers architecture is
the first time explored in our research, a few unof-
ficial repositories have worked and published the
results. In the future, we would try to add more
parallel data to improve the trained models’ qual-
ity. We believe that our research would open the

doors for many researchers, linguists, and students
to work and explore Sanskrit.

Dataset, training subroutine, and trained model
is available at: https://github.com/RavneetDT
U/Improving-Neural-Machine-Translation-f

or-Sanskrit-English
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