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Abstract

The age of acquisition of a word is a psycholin-
guistic variable concerning the age at which
a word is typically learned. It correlates with
other psycholinguistic variables such as famil-
iarity, concreteness, and imageability. Exist-
ing datasets for multiple languages also in-
clude linguistic variables such as the length
and the frequency of lemmas in different cor-
pora.
There are substantial sets of normative values
for English, but for other languages, such as
Italian, the coverage is scarce. In this paper,
a set of regression experiments investigates
whether it is possible to guess the age of acqui-
sition of Italian lemmas that have not been pre-
viously rated by humans. An intrinsic evalua-
tion is proposed, correlating estimated Italian
lemmas’ AoA with English lemmas’ AoA. An
extrinsic evaluation - using AoA values as fea-
tures for the classification of literary excerpts
labeled by age appropriateness - shows how es-
sential is lexical coverage for this task.

1 Introduction

The age of acquisition (AoA, henceforth) of a word
as the age at which a word was typically learned is
a well-know psycholinguistic variable investigated
for multiple languages (Moors et al., 2013; Ferrand
et al., 2008; Alonso et al., 2012). It correlates with
other variables such as concreteness of a word, fre-
quency in a corpus, length of the word in letters and
syllables. AoA estimates can be obtained by asking
parents to record data about their children while
they grow up. They are more frequently obtained
by requesting the experiment’s participants to indi-
cate at which age they learned different words.
The collection of such ratings in an experimental
setting is time-consuming. For this reason, existing
datasets tend to have low coverage. With the advent
of crowdsourcing platforms, there have been multi-
ple efforts to enlarge the lists of AoA estimates ask-

ing for words’ ratings. Participants self-assessed
the age (in years) at which they thought they had
learned the word, meaning that they would have
understood that word even if they would not have
been able to use, read, or write it. Crowdsourced
AoA estimates show a good correlation with analo-
gous ratings from traditional experimental settings,
validating this methodology to improve AoA lists’
coverage in less time (Kuperman et al., 2012).
For psycholinguists, the AoA of a word is a crucial
variable in the selection process of the stimuli for
lexical decision task experiments. Its correlation
with other variables indicates that multiple factors
should be taken into account when testing hypothe-
ses involving lexical semantics, to ensure the right
level of variability and complexity in the stimuli
set.
These multiple factors correlated with AoA of a
lemma make it possible to use a regression model
to guess lemmas’ AoA1. In this paper, a set of re-
gression experiments investigates which features
help to guess the age of acquisition of Italian lem-
mas that humans have not previously rated. An
intrinsic evaluation is proposed, correlating esti-
mated Italian lemmas’ AoA with English lemmas’
AoA, as proposed by (Montefinese et al., 2019) to
test the generalizability of AoA ratings.
The extrinsic evaluation investigates if a list of
AoA with better coverage could be beneficial for
all those NLP tasks that classify or order texts ac-
cording to their cognitive complexity, following
the research hypotheses investigated for English
(Xia et al., 2016; Vajjala and Meurers, 2014). More
specifically, through a regression-as-classification
approach, preliminary results on the role of AoA
of lemmas for the classification of children’s lit-
erature excerpts labeled with age appropriateness

1In lexicographic terms, this paper investigates the age
of acquisition of a lemma since existing datasets record this
feature for lemmatized word and not for their inflected forms.
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information are proposed.

2 Related Works

Several studies analyze how to extract psycholin-
guistic variables with corpus-based methodologies,
with the aim of testing if this kind of knowledge is
implicitly contained in the language. One practical
aim is to create larger datasets of psycholinguistic
norms avoiding the time-consuming phase of col-
lections involving participants.
The seminal work of (Bestgen and Vincze, 2012)
proposes latent semantic analysis to estimate lexi-
cal norms of words, obtaining satisfactory results
for concreteness, imagery, and valence but less
good for arousal and dominance. The age of acqui-
sition is not included among the variables.
Mandera et al. (2015) build a semantic similarity
space and apply machine learning techniques to
extrapolate existing ratings of previously unrated
words for five psycholinguistic properties (age of
acquisition, concreteness, arousal, dominance and
valence). The results are encouraging in terms of
correlation with human norms. For example, the
Pearson correlation is 0.737 for the age of acquisi-
tion of words, meaning that words related to similar
topics are more likely to be acquired around the
same age. However, according to the authors, eval-
uating the results in a lexical decision task is not
satisfactory from a psycholinguistic perspective.
The methodology used may introduce artifacts to
the data and produce results that could lead to dif-
ferent conclusions that would be reached based on
human ratings.
Hollis and Westbury (2012) use principal compo-
nent analysis to understand the semantic dimen-
sions along which the skip-gram model organizes
meaning, finding how many dimensions are corre-
lated with a particular semantic and lexical vari-
able among the ones relevant for psycholinguistic
research. Their findings confirm that the age of
acquisition is in some way encoded in the seman-
tic vector representation for word meanings, but no
predictive methodology to assign a value to unrated
words is implemented.
Vankrunkelsven et al. (2018) compare a distri-
butional semantic model derived from word co-
occurrences and a word association based model
(with data collected from human subjects) in pre-
dicting psycholinguistic properties of words that
affect lexical processing for Dutch. Overall, the cor-
relations show a better performance of the method-

ology implemented (kNN) when word association
information is used. Among the variables, esti-
mates for the age of acquisition display the lowest
correlation, while affective variables such as va-
lence and concreteness are clearly encoded in the
semantic models tested.

3 Datasets

A short description of all the datasets used in the
experiments reported in Section 3 is provided in
this section.
Montefinese et al. (2019): this dataset contains
ratings for 1,957 Italian content lemmas evaluated
by 507 native Italian speakers recruited online. The
stimuli were distributed over 20 lists containing
97–98 words each; each lemma was rated by 25
participants. The collected judgments are plausible
because of strong internal reliability and a good
correlation (Pearson r = 0.697) with translated En-
glish norms (Kuperman et al., 2012).
This dataset also contains information about the
word length (i.e., number of characters), the word
frequency from two different corpora (La Repub-
blica and ItWac), and the number of orthographic
neighbors. Table1 reports the composition of the
norms in terms of parts of speech.

part of speech #lemmas
noun 1494
adjective 311
verb 152

Table 1: Composition of (Montefinese et al. 2019)
Italian AoA norms.

Kuperman et al. (2012): this dataset - the biggest
one available - is composed of 30,121 English
words with AoA ratings obtained through crowd-
sourcing (e.g., through Amazon Mechanical Turk).
The ratings are reliable as those obtained in labora-
tory conditions. In Table 2 its composition in terms
of the parts of speech included in the Italian dataset
(adverbs are excluded) is presented.

part of speech #lemmas
noun 18825
adjective 7259
verb 3622

Table 2: Composition of (Kuperman et. al 2012) En-
glish AoA norms.

megahr it: this dataset contains concreteness and
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imageability estimates for 77 languages obtained
through cross-lingual transfer via word embeddings
(Ljubešić et al., 2018). Concreteness refers to the
degree to which a concept denoted by a word refers
to a perceptible entity. Imageability is a psycholin-
guistic variable that indicates how well a word
gives rise to a mental image or sensory experience.
The Italian dataset contains 100,000 words, 53%
of them occurring among the most frequent 30,000
lemmas in La Repubblica lemmas’ frequency list.
La Repubblica lemmas’ frequency list: this list
contains frequencies of lemmas in La Repubblica
corpus (Baroni et al., 2004) and it’s one the source
for frequencies information included in (Monte-
finese et al., 2019).2

Visual Genome lemmas’ frequency list: the Vi-
sual Genome dataset (Krishna et al., 2017) is the
largest dataset of image descriptions for English.
It is composed of dense annotations of objects,
attributes, and relationships between objects for
108K images. As a pre-processing step, the de-
scriptions have been annotated with TreeTagger
(Schmid, 1994) and extracted the list of lemmas or-
dered by frequency. Frequencies in Visual Genome
are included as a feature in linear regression ex-
periments for estimating AoA of Italian lemmas to
counterbalance La Repubblica frequency list where
abstract meanings are more frequent.

4 Experiments

The training set is a subset of the Italian AoA norms
dataset (Montefinese et al., 2019) resulting from
the intersection of all datasets that contain features
used for the linear regression experiments. As a
consequence, it is smaller than the original dataset
(see Table 3.)

part of speech #lemmas
noun 1161
adjective 211
verbs 536
total 1908

Table 3: Composition of the training set.

2The list is available at wacky.sslmit.unibo.it

The following features are included in the train-
ing set:

• L: lenght of each lemma;

• f rep: the natural logarithm of the written fre-
quency of lemmas in ”La Repubblica” corpus
(Baroni et al., 2004);

• f vg: the natural logarithm of the frequency
of lemmas in the Visual Genome descriptions
corpus, mapped onto Italian lemmas through
Open Multilingual Wordnet’s alignment (Kr-
ishna et al., 2017);

• concreteness: rating about the perceptibility
of a concept denoted by a lemma, extracted
from the mega hr dataset (Ljubešić et al.,
2018);

• imageability: rating about the strenght of sen-
sory experience associated with a concept, ex-
tracted from the mega hr dataset (Ljubešić
et al., 2018).

A linear regression model is implemented and its
performance is evaluated through 10-cross fold val-
idation on the Italian norms training set. The results
for different combination of features are reported in
Table 4. The first column reports the mean standard
error, a common evaluation measure for regression
experiments. The second reports Pearson correla-
tion between the estimated AoA and the real one,
contained in (Montefinese et al., 2019)’s dataset.
Concerning parts of speech, adjectives show the
best correlation (0.61) while nouns are more prob-
lematic (0.55) and verbs are in between (r = 0.58)3.
The all features combination is then applied to the

features MSE Pearson r
L + f rep -1.46 0.32
L + f vg -1.45 0.34
L + f rep + f vg -1.37 0.45
conc + imag -1.47 0.30
all features -1.23 0.58

Table 4: MSE and Pearson correlation between real
and estimated AoA of Italian lemmas.

evaluation of a list of 2,783 not previously rated
lemmas obtained considering the most frequent
8,000 lemmas in La Repubblica corpus and pro-
viding for each of them the part of speech and the

3All the correlations reported in this paper are significant
at the 0.05 level.
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features Pearson r
L + f rep 0.242
L + f vg 0.578
L + f rep + f vg 0.592
conc + imag 0.190
all features 0.515

Table 5: Pearson correlation between real English and
estimated AoA of aligned Italian lemmas.

English translation found in the Open Multilingual
Wordnet (Bond and Paik, 2012).
The estimaed AoA ratings are evaluated through a
comparison with the English ones provided by (Ku-
perman et al., 2012). This comparison represents
an intrinsic evaluation of the models since Pearson
correlation between Italian and English AoA lem-
mas has been used by (Montefinese et al., 2019) to
validate the generalizability of the collected norms.
The correlation reported by the authors was 0.697.
Table 5 reports the performance for new lemmas
in terms of Pearson correlation with English lem-
mas. The best performance is achieved for verbs
(0.646), then nouns (0.584) and adjectives (0.543).
Surprisingly, the best result is not obtained with
all features but with a combination of frequencies
(from La Repubblica corpus and from the Visual
Genome dataset) plus the length (i.e. number of
character) of the lemmas.

5 Evaluation

The lists of 2,783 Italian lemmas with estimated
AoA produced as a result of the linear regressions
experiment presented in Section 3 can be eval-
uated on a dedicated dataset in a regression-as-
classification task. A dataset of children’s literature
short texts is created, composed by epub excerpts
made available by publishing houses4. From an
e-commerce website5 the appropriate age of poten-
tial readers is crawled.
The dataset is composed by 629 extracts (458,210
tokens in total, mean of each extract 728 tokens).
Table 6 reports the composition of the children’s
literature excerpts corpus.
The set of features used for regression-as-
classification experiments are based on the age of
acquisition of lemmas:

• aoa sum: sum of the age of acquisition values
for rated lemmas as attested in texts;

4www.medialibrary.it
5www.ibs.it

features excerpts
from 8 years 116
from 9 years 113
from 10 years 237
from 11 years 163

Table 6: Children’s literature corpus, excerpts labeled
by age appropriateness.

features accuracy
set 1 0.372
set 2 0.354
set 3 0.325
set 4 0.348
set 1 + set 3 0.335
set 1 + set 4 0.330

Table 7: Pearson correlation between real and esti-
mated age appropriateness of literary excerpts.

• aoa mean: mean of the age of acquisition val-
ues in each text;

• aoa std: standard deviation of the age of ac-
quisition values in each text;

• aoa max value: maximum age of acquisition
value occurring in a text;

• aoa min value: minimum age of acquisition
value occurring in a text;

• max-min: difference between maximum and
minimum age of acquisition values occurring
in a text;

• frequency of occurrences from one to fourteen
(set 2): number of occurrences of lemmas
belonging to each age in the text;

• normalized frequency of occurrences from
one to fourteen (set 3): number of occurrences
of lemmas belonging to each age in the text,
normalised by the total number of retrieved
lemmas for each text;

• sum of all values from one to fourteen (set 4):
sum of all values of lemmas belonging to each
age in the text.

The best combination of features was found experi-
menting with (Montefinese et al., 2019)’s dataset,
considering accuracy after rounding the linear re-
gression outputs. In Table 7, the first six features
constitute set 1.
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features accuracy
L + f rep 0.378
L + f vg 0.376
L + f rep + f vg 0.383
conc + imag 0.364
all features 0.379

Table 8: Pearson correlation between real and esti-
mated age appropriateness of literary excerpts.

Since the best accuracy is obtained with features
from set 1, the same set of features is applied for
the evaluation of five AoA lists. Each list contains
estimated AoA obtained with different set of fea-
tures, as explained in Section 3. The aim is to test
whether increasing the coverage of the Italian AoA
dataset has positive effect on the classification of
short texts by age appropriateness.
In line with what has been discovered about the cor-
relation between English and Italian AoA values,
the best set of features includes the frequencies
from the two corpora and the lenght of the lem-
mas (see Table 8). Increasing (Montefinese et al.,
2019)’s dataset with 2,783 lemmas with AoA esti-
mated automatically slightly improves the accuracy
in this specific classification task.

6 Conclusions and Future Works

In this paper, a set of regression experiments investi-
gates if it is possible to guess the age of acquisition
of Italian lemmas that humans have not previously
rated by humans.
An intrinsic and extrinsic evaluation of the output is
proposed. The results show that the overall quality
of the estimated ratings enables their inclusion in
NLP systems, even if they would not probably be
satisfying for psycholinguistic experiments. More
specifically, increasing the coverage of lexical re-
sources containing AoA is beneficial for age appro-
priateness text classification.
As future work, the testing of semantic models for
estimating the age of acquisition of Italian lemmas
is relevant. Since the difficulty of a text could be
assessed taking into account psycholinguistic vari-
ables that influence the cognitive complexity of the
reading process, another interesting working hy-
pothesis concerns the use of AoA features in other
experiments involving the complexity of texts, such
as readability assessment, L2 learners’ written pro-
duction, automatic assessment of text fluency for
natural language generation outputs’ evaluation.
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