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Abstract

Lexicalisation is one of the most challenging tasks of Natural Language Generation
(NLG). This paper presents our work in choosing between long and short forms of elastic
words in Chinese, which is a key aspect of lexicalisation. Long and short forms is a highly
frequent linguistic phenomenon in Chinese such as 老虎-虎 (laohu-hu, tiger). The choice
of long and short form task aims to properly choose between long and short form for a
given context to producing high-quality Chinese.
We tackle long and short form choice as a word prediction question with neural network
language modeling approaches because of their powerful language representation capa-
bility. In this work, long and short form choice models based on the-state-of-art Neural
Network Language Models (NNLMs) have been built, and a classical n-gram Language
Model (LM) is constructed as a baseline system. A well-designed test set is constructed
to evaluate our models, and results show that NNLMs-based models achieve significantly
improved performance than the baseline system.

1 Introduction
The long and short form of an elastic word refers to words have different word length (i.e.
number of syllables) but share at least one identical word meaning such as 丢失-丢 (diushi-diu,
lose). Duanmu(Duanmu, 2013) points out that as high as 80% percent of Chinese words has
both long and short forms, therefore Chinese speakers need to make the choice between long
and short forms during daily communication. Like human speakers and writers, the long and
short form choice task also needs to be carefully resolved for various domain including Natural
Language Generation(Inkpen and Hirst, 2004), Machine Translation(Nguyen and Chiang, 2017),
and Style Transfer(Fu et al., 2018).

In this work, we focus on long and short forms that share at least one same word meaning
and one same morpheme, but compose of different number of syllables. The long and short form
choice task is formulated as Fill-in-the-blank (FITB) task(Inkpen and Hirst, 2004; Zweig et al.,
2012), whose goal is to select a missing word for a sentence from a set of candidates. A FITB
example used in this work is shown in Table 1.

Sentence Long Form Short Form
她去日本旅游时，必逛各种免税 ______。 (1) 商店 (2) 店
When travels to Japan, she must go to duty free_____. (1) shop (2) shop

Table 1: A long and short form choice FITB question example.

The lexical choice is difficult in the context of long and short forms for most language process-
ing systems due to the identical word sense leading to their preceding and subsequent contexts
are too similar to providing distinguishing information. To address this problem, we investi-
gate in learning language representation by LMs to making elegant choice of long and short
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forms. This paper makes the following contributions: (1) propose long and short form choice
models by making use of language modeling approaches LSTM-RNN LM and pre-trained LM
(BERT(Devlin et al., 2018) and ERNIE(Sun et al., 2019) (2) to compare the performance of
different LMs, constructing a well-designed test set for long and short form choice task.

The remainder of this paper is organized as follows. In Section 2, we discuss related work.
Section 3 describes the language modeling methods we have used for our research and introduce
our models. Section 4 presents our experimental results. We conclude with a discussion in
Section 5.

2 Related work

A lot of words can be expressed by either a long form or a short form(Packard, 2000), for
instance, elastic word, abbreviation, reduplication. In this work, we focus on the choice of
long and short form of elastic words, that is, to choose between the long form (disyllabic) and
short form (monosyllabic) of an elastic word that shares one morpheme and at least one same
word meaning, and are interchangeable in some contexts(Duanmu and Dong, 2016). Previous
work(Guo, 1938; Duanmu, 2013; Duanmu and Dong, 2016; Huang and Duanmu, 2013) show
that as high as 90% Chinese word has long and short forms, which is a key issue in Chinese
lexical choice. Li et al.(2019) investigated the problem of long and short form choice through
human and corpus-based approaches, whose results support the statistical significant correlation
between word length and the predictability of its context. Most previous work investigate the
distribution and preference of long and short form based on corpus. It is still an open question
to automated choose between long and short forms for a given context.

We framed the choosing between long and short forms as a FITB task proposed by Edmonds
(1997) in English near-synonyms choice. Unsupervised statistical approaches were applied to
accomplish FITB task in near-synonym choice, for instance, Co-occurrence Networks(Edmonds,
1997) and Pointwise Mutual Information (PMI)(Inkpen, 2007) were used to build up near-
synonym choice model separately. Wang and Hirst(2010) explore lexical choice problem by
capturing high dimensional information of target words ant their contexts thorough Latent
Semantic Space.

Language models have obtained excellent performance in many language processing tasks,
thus they have been also used to tackle the lexical choice task. A 5-gram language model(Islam
and Inkpen, 2010) was trained from a large-scale Web corpus to choosing among English near-
synonyms, following which Yu et al.(2011) implemented n-gram language model to Chinese
near-synonym choice. N-gram model shows a better accuracy than PMI in near-synonym choice
which is similar to our task. Neural Language Models overcome the limitation of n-gram lan-
guage model by its powerful capability of long-range dependency. Recurrent Neural Networks
(RNN)(Mirowski and Vlachos, 2015) and it variation Long-short Term Memory (LSTM)(Tran
et al., 2016). Zweig et al.(Zweig et al., 2012) tackled the sentence completion problem with
various approaches like language models. NNLMs achieved a better performance in these work,
whose improvement can be attributed to its capability of capturing global information.

3 Long and Short Form Choice via Language Models

Language modeling is an effective approach to solve the task by computing occurrence proba-
bility of each candidate words. Given a context, the best long and short form can be chosen
according to the probability acquired from language models. The state-of-the-art language mod-
eling techniques and apply them to our task is described in this section.

3.1 N-gram Language Model
An input sentence S contains n words, i.e.,

S = {w1w2w3...wi...wn−2wn−1wn} (1)
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where wi (ith word of the sentence), denotes the lexical gap. The candidate words for the gap
is wi = {wlong, wshort}. Our task is to choose the wi that best matches with the context.

N-gram language model, a classical probability language model, has succeeded in many pre-
vious work(Zweig et al., 2012; Yu et al., 2011; Islam and Inkpen, 2010) by capturing contiguous
word associations in given contexts. A n-gram smoothed model(Islam and Inkpen, 2010) for
long/short word choice is used as our baseline model, whose key idea of acquiring the probabil-
ity of a string is defined as follow:

P (S) =

p+1∏
i=1

P (wi |wi−1
i−n+1) =

p+1∏
i=1

C(wi
i−n+1) +M(wi−1

i−n+1)P (wi|wi−1
i−n+2)

C(wi−1
i−n+1) +M(wi−1

i−n+1)
(2)

M(wi−1
i−n+1) = C(wi−1

i−n+1)−
∑
wi

C(wi
i−n+1) (3)

where p is the number of words in the input sentence, i is the word position, C(wi
i−n+1) and

C(wi−1
i−n+1) denotes the occurrence of the n-gram in the corpus, P (wi|wi−1

i−n+2) is the probability
of wi occurs given the words wi−1

i−n+1, missing count M(wi−1
i−n+1) is defined as 2.

The lexical gap of the input sentence S is replaced by long and short form separately, as
follow:

S1 = {w1w2w3...wlong...wn−2wn−1wn}
S2 = {w1w2w3...wshort...wn−2wn−1wn}

Equation 1 is used to calculate P (S1) and P (S2), and take the target word in the sentence with
higher probability as result. A disadvantage of n-gram model is not capable of maintaining long
distance dependencies that play important role on long/short word choice. Hence, we proposed
a neural language model to accomplish our task.

3.2 Recurrent Neural Networks (RNNs) Language Model
N-gram LM assigns probabilities to sentences by factorizing their likelihood into n-grams, whose
modeling ability is limited because of data sparsity and long-distance dependency problem.
NNLM have been proposed to model NL bymikolov2010recurrent, and outperform N-gram LM
in many tasks(Mirowski and Vlachos, 2015; Tran et al., 2016) due to its ability of (1) each word
w is represented as a low-dimensional density vector (2) retain long-span context information,
which is failed captured by n-gram language model.

Recurrent Neural Networks (RNNs) have shown impressive performances on many sequential
modeling tasks, thus we hypothesize that the performance of long/short form choice can be
improved by adopting RNNs LM. Training a RNNs LM is difficult because of the vanishing and
exploding gradient problems. Several variants of RNNs have been proposed to tackle with these
two problems, among which Long Short-Term Memory is one of the most successful variants.
In this work, we employ LSTM-RNNLMs to solve long/short form choice question. The LSTM
adopted in this work is described as follows:

it = σ(Uixt +Wist−1 + Vict−1 + bi)

ft = σ(Ufxt +Wfst−1 + Vfct−1 + bf )

gt = f (Uxt +Wst−1 + V ct−1 + b)

ct = ft
⊙

ct−1 + it
⊙

gt

ot = σ (Uoxt +Wost−1 + Voct + bo)

st = ot · f (ct)

yt = g (V st +Mxt + d)
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where xt is input vector and yt is output vector at time step t, it, ft, ot are input gate,
forget gate and output gate respectively. ct−1 is the internal memory of unit, st−1 is the LSTM
hidden state at the previous time step. The uppercase (e.g., Ui and W ) are weight matrices, the
lowercase (e.g., bi and b) is bias. f is the activation function and σ is the activation function for
gates. The symbol

⊙
is the Hadamard product or element-wise multiplication. Because of the

architecture of LSTM-RNNLMs, the model has the potential to model long-span dependency.

3.3 Pre-trained Language Models

Language modeling aims to predict a distribution over a large scale of vocabulary items, by
which solving the long/short form choice is a hard objective for our LSTM-RNNs acquired by
limited size of training set and computation resource. We have a implicit assumption that the
use of a powerful pre-trained language model is helpful to our task. Large-scale language models
have achieved great success in many different Natural Language Understanding tasks. In this
work, we focus on tackle our research question two very largely publicly LMs BERT and ERNIE.

LSTM-RNN LMs usually use the n preceding words as input to predict the next word n+ 1,
which cannot capture subsequent words of the word n+1. BERT tackle this problem by retaining
information of all the words in some fixed-length sequence. Thus, we re-implemented BERT as a
long and short form predictor to assign probability for a target word in a given context. BERT’
s model architecture is a multi-layer bidirectional Transformer encoder, whose success can be
largely attributed to its Multi-Head Attention mechanism. By the attention mechanism, BERT
is able to solving problems by learning the best representation through computing a weighted
sum of the values of all words. The BERT-Base Chinese model adopted in this work is trained on
a large scale of Chinese Simplified and Traditional corpus (based on an architecture of 12 layers,
768 hidden units, 12 heads, and 110M parameters). We tested the Bert with the methodology
we used to test LSTM-RNNs.

ERNIE is a knowledge integration language representation model for Chinese, whose language
representation is enhanced by using entity-level and phrase-level masking strategies in addition
to a basic-level masking strategy. ERNIE has the same model structure as BERT-base, which
uses 12 Transformer encoder layers, 768 hidden units and 12 attention heads.

4 Experiments and Results

Our baseline is a smoothed 4-gram language model, described in section 3.1. In our training data
set, we keep the words occurring at least 50 times, and filter out 2-gram, 3-gram, and 4-gram
that occur less than three times. For the model based on LSTM-RNN LM, we set the word
embeddings as 300, the LSTM hidden states as 128, sentence max length as 50, and learning
rate as 0.1.

4.1 Data Resources

A large scale corpus is used in this work, which is Chinese online news in June 2012 (approxi-
mately contains 64M Chinese words)1. We split the corpus into two parts: 90% of the corpus
is used for training and 10% for testing. The same training set is employed to train the 5-gram
LM and LSTM-RNN LM, which ensure the comparability of these two models.

To test our models, we carefully construct a test set based on the corpus. Firstly, we randomly
choose 175 different long/short forms from. Then, 6 sentences for each of these long/short forms
are extracted from the corpus, in which the sentences contain the same number of long and short
forms. Finally, we get a test set by slightly editing these sentences manually, which consists of
1050 sentences.

1https://www.sogou.com/labs/resource/cs.php
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4.2 Results
Table 2 summarizes our results tested by the identical test set, which shows that all our models
based on NNLMs approaches perform better than the baseline model. The improvement in
accuracy of LSTM-RNN is 3.43%; the accuracy has been improved 10.96% by adopting BERT;
and ERNIE performs the best in our task whose accuracy reaches 82.67%. Our results show
that NNLMs is more capable than Ngram LM in long and short form choice task. We think
our model based on LSTM-RNNs LM is not as well-performed as the two pre-trained NNLMs
is because of its simpler neural network architecture and a smaller training set.

4.3 Post-hoc Analysis
According to semantic relation of the two morphemes of long forms, the long and short forms
can be categorized into 7 groups(Li et al., 2019). The X-XX category refers to reduplicated
long and short forms such as 妈妈-妈 (mama-ma, mother) or 仅仅-仅 (jinjin-jin, only). All
our models perform very well in predicting X-XX especially 5-gram LM performing the best,
which suggests that the local context makes more contribution to the reduplication form choice
than to other categories. Comparing with other categories of long and short forms, our models
based on LSTM-RNN and ERNIE obviously perform bad in X-0X category, whose accuracy of
this X-0X2 is significant lower than the average accuracy (20.00% and 14.33% respectively). We
think this is due to the comparatively low frequency of X-0X according to observation of our
train set for LSTM-RNN LM.

Method 5-gram LSTM-RNN BERT ERNIE
X-X’X 60.67% 77.33% 82.67% 88.00%
X-X0’ 59.33% 78.00% 82.67% 78.67%
X-XY 62.67% 73.33% 82.67% 90.67%
X-0’X 66.67% 75.33% 75.33% 86.00%
X-XX 96.67% 88.00% 84.67% 87.33%
X-0X 71.33% 53.33% 76.00% 68.00%
X-X0 72.00% 68.00% 82.00% 80.00%

Accuracy 69.90% 73.33% 80.86% 82.67%

Table 2: Accuracy of language modeling methods tested by identical data set.

5 Conclusion

In this paper, we have investigated methods for answering long short form choice question. This
question is significant because it is a key aspect of lexical choice which is still not well solved
by many language processing systems. Through this work, we find that both all NNLM-based
models do obviously outperform than Ngram LM. And our results show that all models perform
very well in X-XX category but not very well in X-0X category. Our future work will be in
the direction of eliminating the bias from NNLMs. Human evaluation for long and short form
choice models also will be our further research content.

6 Acknowledgements

The first author of this paper received support from Qinghai Natural Science Foundation under
Grant 2016-ZJ-931Q, Qinghai Major R&D Transformation Foundation under Grant 2019-GX-
162, and National Natural Foundation under Grant 61862055, which is gratefully acknowledged.

2X-0X refers the long and short form like 小麦-麦 (xiaomai-mai, wheat)
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