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Abstract

The KB-to-text task aims at generating texts
based on the given KB triples. Traditional
methods usually map KB triples to sentences
via a supervised seq-to-seq model. However,
existing annotated datasets are very limited
and human labeling is very expensive. In
this paper, we propose a method which trains
the generation model in a completely unsuper-
vised way with unaligned raw text data and KB
triples. Our method exploits a novel dual train-
ing framework which leverages the inverse re-
lationship between the KB-to-text generation
task and an auxiliary triple extraction task. In
our architecture, we reconstruct KB triples or
texts via a closed-loop framework via linking
a generator and an extractor. Therefore the
loss function that accounts for the reconstruc-
tion error of KB triples and texts can be used
to train the generator and extractor. To re-
solve the cold start problem in training, we
propose a method using a pseudo data gen-
erator which generates pseudo texts and KB
triples for learning an initial model. To resolve
the multiple-triple problem, we design an allo-
cated reinforcement learning component to op-
timize the reconstruction loss. The experimen-
tal results demonstrate that our model can out-
perform other unsupervised generation meth-
ods and close to the bound of supervised meth-
ods.

1 Introduction

Knowledge Base (KB)-to-text task focuses on gen-
erating plain text descriptions from given knowl-
edge bases (KB) triples which makes them accessi-
ble to users. For instance, given a KB triple <101
Helena, discoverer, James Craig Watson>, it is ex-
pected to generate a description sentence such as

∗The work described in this paper is substantially sup-
ported by a grant from the Research Grant Council of the
Hong Kong Special Administrative Region, China (Project
Codes: 14204418).

“101 Helena is discovered by James Craig Watson.”.
Recently, many research works have been proposed
for this task. For example, Gardent et al. (2017a,b)
create the WebNLG dataset to generate descrip-
tion for triples sampled from DBPedia (Auer et al.,
2007). Lebret et al.’s (2016) method generates
people’s biographies from extracted Wikipedia in-
fobox. Novikova et al. (2017) propose to generate
restaurant reviews by some given attributes and
Fu et al. (2020a) create the WikiEvent dataset to
generate text based on an event chain. However,
the works mentioned above usually map structured
triples to text via a supervised seq-to-seq (Sutskever
et al., 2014) model, in which large amounts of an-
notated data is necessary and the annotation is very
expensive and time-consuming.

We aim to tackle the problem of completely un-
supervised KB-to-text generation which only re-
quires a text corpus and a KB corpus and does not
assume any alignment between them. We propose
a dual learning framework based on the inverse re-
lationship between the KB-to-text generation task
and the triple extraction task. Specifically, the KB-
to-text task generates sentences from structured
triples while the task of triple extraction extracts
multiple triples from plain texts. Such a relation-
ship enables the design of a closed-loop learning
framework in which we link KB-to-text generation
and its dual task of triple extraction so as to re-
construct the unaligned KB triples and texts. The
non-differentiability issue of picking words from
our neural model before reconstruction makes it
hard to train the extractor or generator effectively
using backpropagation. To solve this issue, we ap-
ply Reinforcement Learning (RL) based on policy
gradients into our dual learning framework to op-
timize our extractor or generator according to the
rewards.

Some semi-supervised works (He et al., 2016;
Cao et al., 2019) have been proposed to generate
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101 Helena is discovered by James Craig Watson who was born in Canada.


<101 Helena, discoverer, James Craig Watson>҅

<James Craig Watson, nationality, Canada>,

<James Craig Watson, profession, Writer>,

<James Craig Watson, deathPlace, Australia>
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by James Craig Watson 
who was born in Canada 
and died in Australia .
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101 Helena is discovered by James Craig Watson. 

James Craig Watson was born in Canada.

James Craig Watson is a writer.

James Craig Watson died in Australia.


1.0 
1.0 
0.5 
0.5

0.9

GTraditional RL Our Proposed ARL

Figure 1: Illustration of the multiple-triple problem, in
which E and G are extractor and generator respectively.
The left part is the traditional RL methods and the right
is our proposed ARL method. Four triples are extracted
by the extractor. The top two triples are right and the
others are wrong. Traditional RL methods give a single
reward (0.9) for all the four triples while our proposed
ARL gives each triple a different reward. Then the right
triples and the wrong triples will be distinguished and
optimized differently.

plain texts from data of certain forms in other do-
mains (e.g., translation, semantic parsing) with lim-
ited annotated resources. These models contain two
major steps. Firstly, they pre-train a weak model
based on the labeled data. Secondly, they use an
iterative model whose aim is to improve the weak
model using the unlabeled data. In each iteration,
the input sequence of the original data form is trans-
formed into another form by the original model.
Then, it is transformed back to the original data
form by an inverse model. However, there are still
some challenges applying the existing methods into
KB-to-text directly: (1) Cold start problem. Ex-
isting approaches pre-train the model with labeled
data and then fine-tune their models via unlabelled
data. Such a mechanism still needs annotated data
which is more difficult and expensive to obtain in
KB-to-text task. (2) Multiple-triple problem. As
shown in Fig. 1, multiple triples might be extracted
from a text example, and inevitably, the neural
extractor could extract some wrong triples. The tra-
ditional dual learning approaches (He et al., 2016;
Cao et al., 2019), if directly applied, will regard
all these triples as one unit and calculate a single
reward for all the triples regardless of whether they
are correct or not. It not only results in the slow
convergence of RL, but also leads to unsatisfactory
model performance.

We propose a novel Extractor-Generator Dual
(EGD) framework which exploits the inverse rela-
tionship between KB-to-text generation and auxil-
iary triple extraction. Our model can resolve the
KB-to-text task in a totally unsupervised way. To
cope with the cold start problem, we propose a

pseudo data generator (PDG) which can generate
pseudo text and pseudo KB triples based on the
given unaligned KB triples and text respectively
with prior knowledge. The extractor and the gener-
ator are then pre-trained with the generated pseudo
data. To resolve the multiple-triple problem, we
propose a novel Allocated Reinforcement Learning
(ARL) component. Different from traditional RL
methods in which one reward is calculated for the
whole sequence, ARL allocates different rewards
to different sub-parts of the sequence (Fig. 1 right).
Therefore, our model can distinguish the quality of
each triple and optimize the extractor and the gener-
ator more accurately. We compare our framework
with existing dual learning methods and the ex-
perimental results demonstrate that our model can
outperform other unsupervised generation methods
and close to the bound of supervised methods.

2 Related Works

Recently many tasks and methods have been
proposed to transform existing data into human-
readable text. WebNLG (Gardent et al., 2017a,b) is
proposed to describe a list of triples sampled from
DBPedia (Auer et al., 2007). Except for the KB
triples, many other types of data have also been
investigated for how to generate text from them.
For example, E2E (Novikova et al., 2017) aims at
generating text from some restaurants’ attributes.
Wikibio (Lebret et al., 2016) proposes to gener-
ate biographies for the Wikipedia infobox while
WikiEvent (Fu et al., 2020a) proposes to generate
text based on an event chain. Besides, Chen and
Mooney (2008); Wiseman et al. (2017) propose
to generate a summarization of a match based on
the scores and Liang et al. (2009) propose to gen-
erate weather reports based on the records. All
these tasks require an elaborately annotated dataset
which is very expensive to prepare.

Many methods have been proposed to tackle the
dataset insufficiency problem in other tasks. Fu
et al. (2020c) propose to directly train the model
on partially-aligned data in which the data and the
text are not necessarily exactly math, and it can
be built automatically. He et al. (2016); Sennrich
et al. (2016); Yi et al. (2017) propose dual learning
frameworks. They pre-train a weak model with
parallel data and refine the model with monolin-
gual data. This strategy has been applied in many
related tasks including semantic parsing (Cao et al.,
2019), summarization (Baziotis et al., 2019) and
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Figure 2: The extractor-generator dual (EGD) framework. It contains three processes namely a pre-train process,
a kb2kb process and a txt2txt process.

information narration (Sun et al., 2018). However,
as indicated in Hoang et al. (2018), the dual learn-
ing approach is not easy to train. Moreover, these
methods still need some aligned data to pre-train
the weak model. Another line of research pro-
poses to use some extra annotations instead of us-
ing aligned data. Lample et al. (2018a,b) propose
to train an unsupervised NMT system based on few
annotated word pairs (Conneau et al., 2018). Luo
et al. (2019) propose to generate pseudo data with
a rule-based template (Li et al., 2018). However,
these models cannot be directly applied in our sce-
nario since our dataset is too complicated to make
these annotations. Fu et al. (2020b) propose to uti-
lize topic information from a dynamic topic tracker
to solve the dataset insufficiency problem. Cheng
et al. (2020) propose to generate better text descrip-
tion for a few entities by exploring the knowledge
from KB and distill the useful part. In the field
of computer vision, Zhu et al. (2017) propose cy-
cleGAN which uses a cycled training method that
transforms the input into another data form and
then transforms it back, minimizing the recover
loss. The method works well in the image domain
but has some problems in text generation consider-
ing the non-differentiable discrete layer. We follow
the ideas of cycleGAN to train the whole model
without supervised data and adopt the RL method
proposed in dual learning methods.

Reinforcement Learning (RL) has been uti-
lized to solve the infeasibility of backpropagation
through discrete tokens layer. Li et al. (2016) pro-
pose to use RL to focus on the long term target
and thus improve the performance. Yu et al. (2017)
propose to use the RL in generative adversarial net-
works to solve the discrete tokens problem. He
et al. (2016); Sun et al. (2018) propose to use RL
in dual training. As far as we know, no studies of
RL have been conducted for KB triples in which

the reward is different for each triple considering
multiple-triple problem.

3 Method

3.1 Problem Definition

Formally, we denote the KB corpus as K =

{Ki|∀i} in which Ki = [k
(i)
1 , k

(i)
2 , · · · , k(i)ni ] is the

ith KB triple list containing ni triples. k
(i)
j =

(h
(i)
j , r

(i)
j , t

(i)
j ) represents the jth KB triple in Ki

containing the head, relation and tail entity respec-
tively. We denote the texts corpus as T = {Ti|∀i}
in which Ti = [t

(i)
1 , t

(i)
2 , · · · , t(i)ni ] is the ith sen-

tence and t(i)j is the jth word in the sentence. In
our problem, we are only given a collection of KB
triples Kt ⊂ K and a collection of text Tt ⊂ T
without any alignment information between them.
The ultimate goal is to train a model that generates
the corresponding text in T describing the given
triple list from K.

3.2 Extractor-Generator Dual Framework

Our proposed Extractor-Generator Dual (EGD)
framework is composed of a generator G and an
extractor E that translate data in one form to an-
other. We denote all trainable parameters in E
and G as θ and φ, respectively. The generator
generates text representation for each KB triple
as T ′ = G(K),K ∈ K, T ′ ∈ T while the ex-
tractor extracts KB triples from raw text as K ′ =
E(T ), T ∈ T ,K ′ ∈ K. Our EGD framework is
trained in an unsupervised manner and it contains
three processes, as shown in Fig. 2. The first pro-
cess is a pre-train process in which both E and G
are trained with the pseudo data generated by the
pseudo generator. The second process is the kb2kb
process which generates description text based on
the given KB triples with G and then recovers the
KB triples from the generated text with E. The
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third process is called txt2txt which extracts KB
triples from the given text withE and then recovers
the text from the generated KB triples with G. In
order to overcome the multiple-mapping problem,
we propose a novel allocated reinforcement learn-
ing component in kb2kb and txt2txt, respectively.

The EGD framework firstly pre-trains the ex-
tractor and generator with the data generated by
the pseudo data generator (PDG). For the text cor-
pus Tt, we generate corresponding pseudo KB
triples as K′t = {K = PK(T )|∀T ∈ Tt}, in
which PK is the pseudo KB generator. We pre-
train the generator G to transform K ∈ K′t to
T ∈ Tt. Similarly, we generate pseudo text as
T ′t = {T = PT (K)|∀K ∈ Kt}, in which PT is
the pseudo text generator. Then, we train the ex-
tractor to transform T ∈ T ′t to K ∈ Kt. After G
and E have been pre-trained, the kb2kb process
and the txt2txt process are conducted alternately to
further improve the performance.

In the kb2kb process, the input KB triples are
firstly flattened and concatenated one by one as
K = [k1, k2, · · · , knk

] = [w1, w2, · · · , wnw ] in
which ki is the ith triple in K while wi denotes
the ith words in the concatenated word list. nk
is the number of triples while nw is the number
of the words. K is then sent into the generator
G to get a text description Tm = [t1, t2, · · · , tnt ],
where ti is the ith word in the sentence Tm and
nt is the length of Tm. Afterwards, The extractor
takes the sentences Tm as input and outputs the
triple sequence K ′ = [w′1, w

′
2, · · · , w′n′w ], in which

w′i is the ith word in K ′ while n′w is the length
of K ′. The target is to make K ′ as close to K as
possible. Therefore, in the training step, the loss
function for the extractor is defined as the negative
log probability of each word in K:

LE = −
nw∑
i=1

log pθ(w
′
i = wi|Tm, w1, · · · , wi−1).

We can also use the output to improve the gener-
ator. Since Tm is discrete, the gradient cannot be
passed to the generator as the cycleGAN (Zhu et al.,
2017) does. To tackle this problem, we propose
an Allocated Reinforcement Learning for Gener-
ator (ARLG) component to utilize the extractor’s
result to optimize the generator. Different rewards
are allocated to different parts of the generator out-
put. The gradient for the generator is denoted as
∇φLARLG which will be introduced in the later
section.

In the txt2txt process, the input text T =
[t1, t2, · · · , tnt ] is transformed into its KB represen-
tation Km = [k1, k2, · · · , knm ] by the extractor E.
Km is then transformed to T ′ = [t′1, t

′
2, · · · , t′nt

]
by the generator and the loss is defined as:

LG = −
nt∑
i=1

log pφ(t
′
i = ti|Km, t1, · · · , ti−1).

Similarly, we also propose an Allocated Reinforce-
ment Learning for Extractor (ARLE) to utilize the
generator’s result to optimize the extractor. Dif-
ferent rewards are allocated to different parts of
the extractor output. Let the gradient for the ex-
tractor be denoted as ∇θLARLE . The final gradi-
ent for extractor’s parameters θ is formulated as
∇θLE +∇θLARLE while the gradient for genera-
tor’s parameters φ is ∇φLG +∇φLARLG. We use
the Adam (Kingma and Ba, 2014) as the optimizer
to optimize all the parameters.

3.3 Background of Transformer
The extractor and the generator are both backboned
by the prevalent Transformer (Vaswani et al., 2017)
model, which is a variant of the seq-to-seq model.
It takes a sequence as input and generates another
sequence as output. The Transformer model con-
tains two parts, namely an encoder and a decoder.
Both of them are built with several attention lay-
ers. We refer readers to the original paper (Vaswani
et al., 2017) for more details.

3.4 Pseudo Data Generator
To handle the cold start problem, we propose a
novel pseudo data generator (PDG) to generate
pseudo data. It contains two components, namely a
pseudo text generator and a pseudo KB generator.

Pseudo Text Generator generates pseudo text
for each KB and forms a pseudo supervised training
data for pre-training the extractor and thus solving
the cold start problem. We compute a statistics of
the word count in the training set Tt and calculate
the empirical distribution for each word as:

p(w) =
#w∑

w′∈Tt #w
′ ,

where #w stands for the total word
count for w in Tt. For a list of
KB triples K = [k1, k2, · · · , knk

] =
[h1, r1, t1, h2, r2, t2, · · · , hnk

, rnk
, tnk

], we
firstly sample head entities and tail entities
as Ks = [h1, t1, h2, t2, · · · ;hn, tn]. The final
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sequence is generated by sampling from both
Ks and p(w). When generating each word T̃i,
a random number generator is used to generate
a random number ri uniformly. ri is used to
compare with a threshold parameter α. If ri > α,
T̃i is sampled with the word distribution p(w),
otherwise, it is sampled form the next token in Ks.
This process can be expressed mathematically as:

T̃i =


w ∼ p(w) ri > α

Ks[1 +
i−1∑
j=1

1(T̃j ∈ Ks)] otherwise
,

in which 1(C) = 1 if condition C is true and 0
otherwise. T̃j ∈ Ks indicates whether the word T̃j
is sampled from Ks. This pseudo text data is used
to solve the cold start problem when training the
extractor.

Pseudo KB Generator generates pseudo KB
triples for each text and form a pseudo supervised
training data. This data is used to solve the cold
start problem when pre-training the generator. Sim-
ilar with the work of Freitag and Roy (2018), for
an input sequence T we randomly remove words
in the input text with a probability β1 and sample
new words by sampling words from a distribution
with a probability β2. The generated sequence K̃
is the pseudo KB sequence for each text. Similar to
the Pseudo Text Generator, we randomly add some
words by sampling from the distribution p(w). We
do not use the probability calculated from Kt since
it may sample some wrong relations or wrong entity
names which undermines the performance. Mathe-
matically, it can be expressed as:

K̃i =


w ∼ p(w) ri < β2

Ts[1 +
i−1∑
j=1

1(K̃j ∈ Ts)] otherwise
,

in which Ts = s(T ) and s(·) is a sample function
defined as:

s(T ) =


T ‖T‖ = 0

[T1; s(T2:‖T‖)] r < β1, ‖T‖ 6= 0

s(T2:‖T‖) otherwise

,

where ‖T‖ denotes the length of the sequence T
while T2:‖T‖ stands for the sub-sequence from the
second to the last of T .

3.5 Allocated Reinforcement Learning
Traditional reinforcement learning for sequence
generation calculates a reward for the whole se-
quence (He et al., 2016; Hoang et al., 2018; Ke-
neshloo et al., 2018) and uses the policy gradient
(Sutton et al., 2000) algorithm to optimize the pa-
rameters. It suffers from the multiple-triple prob-
lem as discussed above. We propose an allocated
reinforcement learning method to allocate different
rewards for different KB triples and thus alleviate
this problem. In the kb2kb process, the RL model
is called the Allocated Reinforcement Learning for
Generator (ARLG) since it optimizes the parame-
ters in the generator while in the txt2txt process,
it is called Allocated Reinforcement Learning for
Extractor (ARLE) accordingly.

ARLE is shown in Fig. 2. The main idea is to re-
cover and evaluate the KB triples separately which
inherently has the following benefits: 1) Each triple
is given a distinct reward as discussed above; 2)
Traditional RL is more likely to ignore some triples
(e.g., 3rd triple in Fig. 1) since it handles sev-
eral triples at once while our method alleviates
such problem by handling triples one by one. It
firstly sends the input text T = [t1, t2, · · · , tnt ]
into the extractor and get the extracted triples:
Km = E(T ) = [k

(1)
m , k

(2)
m , · · · , k(nk)

m ]. The cor-
responding probability for each token is denoted
as p(i)j , in which i denotes the ith triple and j
denotes the jth word in the triple. Afterwards,
the generator is applied on each triple in Km

to recover the corresponding text, which denotes
as: T ′ = [G(k

(1)
m ), G(k

(2)
m ), · · · , G(k(nk)

m )] =
[t′1, t

′
2, · · · , t′nk

]. We calculate the reward for each

k
(i)
m as the recall for each corresponding t′i referring

to T :

R(k(i)m ) =

∑‖t′i‖
j=1 1(t

′(j)
i ∈ T )

‖t′i‖
,

in which ‖t′i‖ denotes the length of t′i and
t
′(j)
i is the jth word in t′i. The reward for

each sentence in Km is denoted as: Re =
[R(k

(1)
m ), R(k

(2)
m ), · · · , R(k(nk)

m )]. Different from
the traditional policy gradient algorithm (Sutton
et al., 2000), our RL uses a different reward for
each generated triple. The gradient is calculated
as:

∇θLARLE = −E[
nk∑
i=1

R(k(i)m )

‖k′i‖∑
j=1

∇θ log p(i)j ].
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Since the RL model only guides the model with
some reward scores which is only one aspect of the
result. It misleads the model into generating some
sequences which have a high reward while actually
perform worse. To prevent this, we propose to con-
duct the gradient descent together with the kb2kb
process simultaneously in which the extractor is
trained with a supervised sequence.

ARLG is applied in the kb2kb process. The in-
put KB triples is firstly splitted into nk triples K =
[k1, k2, · · · , knk

] which is then sent into the genera-
tor separately and get the corresponding description
sentences: Tm = [G(k1), G(k2), · · · , G(knk

)] =

[t
(1)
m , t

(2)
m , · · · , t(nk)

m ]. The corresponding probabil-
ity for the jth word in the ith sentence is denoted
as p(i)j . Afterwards, the text is sent into the ex-
tractor to recover the input KB triple for each
t
(i)
m : K ′ = [E(t

(1)
m ), E(t

(2)
m ), · · · , E(t

(nk)
m )] =

[k′1, k
′
2, · · · , k′nk

]. We calculate the reward for each

t
(i)
m as the precision for each corresponding k′i re-

ferring to ki in K:

P (t(i)m ) =

∑‖k′i‖
j=1 1(k

′(j)
i ∈ ki)

‖k′i‖
,

in which ‖k′i‖ denotes the total word number count
of k′i. The reward for each sentence in Tm is de-
noted as: Rg = [P (t

(1)
m ), P (t

(2)
m ), · · · , P (t(nk)

m )].
We use RL to maximize the expected reward for
each KB triple t(i)m with corresponding reward. The
gradient is:

∇φLARLG = −E[
nk∑
i=1

P (t(i)m )

‖t′i‖∑
j=1

∇θ log p(i)j ].

Similar to ARLE, we also train the model with
the txt2txt process to give a targeted sequence to
guide the training together with the reward score.

4 Experiments

4.1 Dataset
We adopt the WebNLG v2 dataset (Gardent et al.,
2017a)1. It samples KB triples from DBpedia and
annotates corresponding texts by crowdsourcing.
In order to show that our model can work under the
unsupervised setting, we split the original dataset
into two parts, namely the KB part and the text
part. We do not assume any alignment between

1https://gitlab.com/shimorina/webnlg-dataset

#triples 1 2 3 4 5 6 7 Total
train 7,429 6,717 7,377 6,888 4,982 488 471 34,352
dev 924 842 919 877 632 64 58 4,316
test 931 831 903 838 608 58 55 4,224

Table 1: Statistics for the dataset. The number of in-
stances with different number of triples are listed.

KB and text. Table 1 shows the statistics of in-
stances with different number of triples. In this
dataset, one sentence can be mapped to at most
seven triples. We use the same dev and test set as
the original WebNLG. The training set has 34,352
samples in total while the dev set and the test set
have 4,316 and 4,224 samples respectively. It can
be observed that there are 78.2% sentences mapped
with multiple-triple.

4.2 Comparison Models

We compare our model against the following base-
line methods:

PDG uses the Pseudo Data Generator to gener-
ate the pseudo data for pre-training both extractor
and generator. PDG does not conduct the subse-
quent dual learning process and thus illustrates the
capability of PDG.

DL uses the dual learning process proposed in
He et al. (2016); Zhu et al. (2017). It is fine-tuned
on the PDG model and iterates alternatively be-
tween txt2txt and kb2kb processes. Here, we do
not use any reinforcement learning component.

DL-RL1 uses the dual learning process together
with an RL component. It is similar to the dual
learning method proposed in He et al. (2016); Zhu
et al. (2017). We use the PDG’s data to train the
weak model. It uses the log-likelihood of the re-
cover process’s output sequence as the reward.

DL-RL2 follows the settings of Sun et al. (2018).
Different from DL-RL1, this model uses the
ROUGEL (Lin, 2004) score of the recovered se-
quence instead of using the log-likelihood as the
reward.

SEG is a Supervised Extractor-Generator using
the original setting of WebNLG for both generator
and extractor. It utilizes all the alignment infor-
mation between KB and text and thus provides an
upper bound for our experiment.

4.3 Experimental settings

We evaluate the performances of the generator
and the extractor with several metrics including
BLEU (Papineni et al., 2002), NIST (Dodding-
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Generator Extractor
BLEU NIST METEOR ROUGEL CIDEr BLEU NIST METEOR ROUGEL CIDEr Precision Recall F1

PDG 0.322 7.06 0.349 0.505 2.63 0.489 6.01 0.351 0.618 3.97 0.635 0.465 0.510
DL 0.352 7.71 0.347 0.528 2.96 0.735 10.4 0.502 0.743 5.67 0.644 0.691 0.646
DL-RL1 0.356 7.73 0.350 0.532 3.00 0.760 10.8 0.501 0.755 5.92 0.670 0.687 0.658
DL-RL2 0.356 7.75 0.350 0.533 2.99 0.757 10.7 0.503 0.755 5.90 0.668 0.691 0.659
EGD 0.369 7.77 0.364 0.541 3.13 0.775 11.1 0.503 0.772 6.25 0.704 0.691 0.680
EGD w/o ARLE 0.351 7.72 0.347 0.529 2.97 0.770 10.9 0.501 0.764 6.11 0.683 0.682 0.665
EGD w/o ARLG 0.353 7.77 0.348 0.531 2.99 0.729 10.4 0.505 0.746 5.61 0.639 0.695 0.645
EGD w/o PDG 0.010 0.82 0.037 0.119 0.02 0.020 0.42 0.026 0.042 0.08 0.011 0.008 0.007
SEG 0.406 8.31 0.385 0.585 3.66 0.848 11.8 0.595 0.867 7.43 0.783 0.830 0.796

Table 2: Results for generator (left) and extractor (right), which are evaluated with generation metrics. For the
extractor, precision, recall, and F1 scores are also calculated at triple’s level. The performances of our EGD
method without different components and the supervised method SEG are shown in the bottom.

Ratio Generator Extractor
BLEU ROUGEL BLEU ROUGEL

0.10 0.235 0.439 0.335 0.557
0.15 0.281 0.49 0.655 0.708
0.20 0.308 0.506 0.746 0.757
0.25 0.347 0.524 0.71 0.764
PDG 0.322 0.505 0.489 0.618

Table 3: Compare our PDG framework with semi-
supervised models at different labeling ratios.

ton, 2002), METEOR (Banerjee and Lavie, 2005),
ROUGEL (Lin, 2004), and CIDEr (Vedantam et al.,
2015). These metrics are calculated with the eval-
uation code provided in Novikova et al. (2017).
Moreover, we also evaluate the performance of the
extractor with precision, recall, and F1 scores (Man-
ning et al., 2010). In PDG, we set α = 0.8, β1 =
0.2, β2 = 0.6. We firstly pre-train the extractor
and the generator in the PDG model with the data
generated by PDG until convergence. All other
models are fine-tuned on the PDG model. For the
DL model, we train the generator for 5 steps with
the txt2txt process and train the extractor with the
kb2kb process for another 5 steps with the new
generator. We iterate this process 10 times. For
all transformers, we set clip norm to 1.0, label
smoothing to 0.1, and dropout to 0.3. We use
Adam (Kingma and Ba, 2014) as our optimizer
and set the learning rate for the extractor to 2e-4
and generator to 5e-4. All hyper-parameters are
tuned on the dev dataset with grid search.

4.4 Experimental Results

The performances of our KB-to-text generator and
triple extractor are shown in the left and right of
Table 2 respectively. Both generator and extrac-
tor of our model outperform all baseline models
significantly and consistently. The comparison be-
tween our EGD model and the supervised SEG
model indicates that our unsupervised EGD model
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Figure 3: The influence of KB triples count. The x-
axis represents the KB triples count while the y-axis
represents the scores.

is close to the bound of the supervised methods.
Compared with the PDG model, our EGD model
has a much better performance with the dual learn-
ing framework and the ARL component. Moreover,
Our EGD model outperforms the DL-RL1 and DL-
RL2 model, which indicates that our proposed ARL
component can handle the multiple-triple problem
between triples and texts. In the traditional RL
models, the reward is the same for a whole se-
quence including all the triples while in our ARL
model, the reward is calculated for several sub-
parts of the sequence, which is more accurate and
effective. By comparing PDG with SEG, we found
that the model trained with our proposed pseudo
data generator (PDG)’s output achieves acceptable
results. It indicates that using the PDG’s output is a
feasible alternative to initialize the model and can
handle the cold start problem.

Ablation Study. We also conduct some ablation
studies to show that each component contributes
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Extractor Generator

Gold (1634 : The Ram Rebellion, mediaType, E - book) (1634 :
The Ram Rebellion, author, Virginia DeMarce)

Virginia DeMarce is the author of 1634 : The Ram Rebellion ,
which can be found as an e - book .

SEG (1634 : The Ram Rebellion, mediaType, E - book) (1634 :
The Ram Rebellion, author, Virginia DeMarce)

1634 : The Ram Rebellion was written by Virginia DeMarce and
has the ISBN number 1 - 4165 - 2060 - 0 .

PDG (1634 : The Ram Rebellion, mediaType, E - book) 1634 : The Ram Rebellion was followed by 1634 : The Galileo
Affair and its author is Virginia DeMarce .

DL
(1634 : The Ram Rebellion, mediaType, E - book) (1634 :
The Ram Rebellion, author, Virginia DeMarce) (1634 : The
Ram Rebellion, ISBN number, 1 - 4165 - 2060 - 0)

1634 : The Ram Rebellion is available as an E - Book .

EGD (1634 : The Ram Rebellion, mediaType, E - book) (1634 :
The Ram Rebellion, author, Virginia DeMarce)

Virginia DeMarce is the author of 1634 : The Ram Rebellion ,
currently in print .

Table 4: Case study. The input KB and text are listed in the first row.

to the final performance. The results are shown
at the bottom part of Table 2. By comparing the
model EGD w/o ARLE and EGD w/o ARLG with
the EGD model, we can see that both the ARLE
and ARLG components are effective to handle the
multiple-triple problem and help improve the per-
formance. It is interesting to see that the result
of EGD w/o PDG is extremely poor showing the
importance of our PDG component. The EGD w/o
PDG removes the pre-train stage with the pseudo
data generator and conducts the iterations between
txt2txt and kb2kb directly. Without PDG, we ob-
serve that the models trend to learn some “own
language” without a good initialization which is
incomprehensible to human.

The Influence of the KB triples Number. We
analyze the influence of the KB triples’ number on
the performance. The results are shown in Fig. 3.
As expected, the SEG model performs the best over
all numbers since it is fully supervised. The PDG
model performs the worst since it only uses pseudo
data to train. The DL model improves significantly
comparing with the PDG model over all numbers,
especially in the extractor model. It shows that
using dual learning’s iteration approach does im-
prove the model of training solely based on PDG’s
data. Our proposed EGD model outperforms the
DL model and the PDG model. This shows that
the ARL model does help to give more information
to train the model. Nearly all generators’ scores
decrease as the number increases. This is because
if the sequence is long, it has more ways to ex-
press those triples which may be different from the
gold standard sentence. However, when extracting
triples from the text, it only has one correct way
and thus the extractor’s scores are similar in all
lengths.

Error Analysis. We conduct an error analysis
experiment for the top 20 mentioned relations in

Figure 4: Error analysis for top 20 mentioned relations.

the extractor which is shown in Fig. 4. We focus
on two kinds of errors. The first kind of error is
called “false negative” which means when extract-
ing, some correct triples are ignored. The second
kind of error is called “false positive” which means
that the extractor generates some incorrect triples
that the text does not mention. It can be observed
that the “false negative” problem is much more se-
vere than the “false positive” problem for the PDG
model, while the DL model and the EGD model
alleviate this problem a lot. This reason is that the
pseudo text data is made by sampling entities in
KB ignoring relation information. Iterating alter-
nately between txt2txt and kb2 solves the problem
since the missing information is supplemented. It
can also be observed that when comparing with
the DL model, our EGD model mainly solves the
“false positive” problem. The reason is that the RL
can penalize the wrong generated triples but cannot
give specific guidance on which missing triples the
model should generate.

Comparison with Semi-Supervised Learning.
To measure the quality of the initialization via PDG,
we compare our PDG method against the semi-
supervised learning method. We sample labeled
data from the original dataset with different ratios
to train the models and compare the results with
the PDG model. The result is shown in Table 3. It
can be concluded from the result that training the
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extractor with the PDG’s data outperforms training
with 10% aligned data and it also outperforms 20%
aligned data for the generator. It shows that our
PDG component does provide usable data and it
can be boosted a lot in the subsequent dual iteration
process.

Case Study. Table 4 shows a case study for
4 models. For the extractor, the input is “Virginia
DeMarce is the author of 1634 : The Ram Rebellion
, which can be found as an e - book .”. For the
generator, the input is “(1634 : The Ram Rebellion,
mediaType, E - book) (1634 : The Ram Rebellion,
author, Virginia DeMarce)”. It can be observed
that for the PDG model, it omits the second triple.
It also shows that the PDG model has a severe false
negative problem which has been mentioned in the
error analysis sub-section. The DL model alleviates
this problem but it introduces more triples causing
the false positive problem. Our EGD model solves
the false positive problem by the RL component.
All models make some mistakes in the generation
process including the supervised SEG model. The
result of the generator shows that it is more difficult
to generate a sequence than extracting triples.

5 Conclusions

We propose a new challenging task, namely, unsu-
pervised KB-to-text generation. To solve this task,
we propose an extractor-generator dual framework
which exploits the inverse relationship between
the KB-to-text generation task and the auxiliary
triple extraction task. To handle the cold start prob-
lem and the multiple-triple problem respectively,
we propose a novel pseudo data generator and an
allocated reinforcement learning component. Ex-
perimental results show that our proposed method
successfully resolves the observed problems and
outperforms all the baseline models.
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