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Abstract

Automatic Dialogue Acts Recognition is con-
sidered a crucial step for semantic extraction
in Natural Language Understanding and Di-
alogue Systems. In this paper, we introduce
our work aiming to recognize the dialogue
acts of the users in a Textual Dialogue sys-
tem using Levantine Arabic dialect. Our Di-
alogue acts have 8 types: Greeting, Good-
bye, Thanks, Confirm, Negate, Ask_repeat,
Ask_for_alt, and Apology. Various Machine
Learning algorithms -with different features
have been used to detect the correct speech act
categories: Logistic Regression, SVM, Multi-
nomial NB, Extra Trees Classifier, Random
Forest Classifier. We also used the Voting En-
semble method to make the best prediction
from each classifier. We compared the results
of the proposed models on a hand-crafted cor-
pus in the restaurants orders and airline ticket-
ing domain. The SVM algorithm with 2-gram
has given the best results.

1 Introduction

Modeling and automatically identifying the struc-
ture of spontaneous dialogues is very important
to better interpret and understand them. Speech
act (or Dialogue act) recognition is considered an
essential step in these models. Austin defines in
(Austin, 1962) the speech act as the meaning of
an utterance at the level of illocutionary force. In
other words, the dialogue act is the function of a
sentence (or its part) in the dialogue. For exam-
ple, the function of a question is to request some
information, while an answer shall provide this in-
formation.

The recognition of speech acts has gained con-
siderable interest over the past two decades. Its

significance derives from its broad range of appli-
cations such as: Tutorial Dialogue Systems (Ezen-
Can and Boyer, 2014) (Rus et al., 2017), Ma-
chine Translation (Fukada et al., 1998), Animation
of Talking Heads, Conversational Analysis (Fišel,
2007), Natural Speech Synthesis, Customer Ser-
vice Conversation Outcomes Prediction (Oraby
et al., 2017), etc.

Many researchers have proposed different ap-
proaches to recognize speech acts in different lan-
guages, such as English (Bothe et al., 2018) (Chen
et al., 2018) (Elmadany et al., 2018), Korean (Kim
et al., 2011) (Kim and Kim, 2018), German (Zar-
isheva and Scheffler, 2015), etc. They have de-
veloped different tag sets and corpora, investigat-
ing a variety of supervised (Tavafi et al., 2013)
(Chen et al., 2018) (Kumar et al., 2018) and unsu-
pervised machine learning techniques (Ezen-Can
and Boyer, 2014) (Kristy Elizabeth Boyer, 2015)
(Sherkawi et al., 2018).

The correct interpretation of the intents behind
a speakers utterances plays a very essential role in
determining the success of a dialogue. Therefore,
the intents classification module lies at the very
core of any dialogue system.

In general, chat bot systems can be composed
of three basic components: Natural Language Un-
derstanding (NLU), Dialogue Manager (DM), and
Natural Language Generation (NLG). The recog-
nized dialogue acts (from the Natural Language
Understanding component) are usually used as an
input to the Dialogue Manager component, to help
determine the next action of the system, such as
giving correct information when the user is asking
a question, and keeping quiet when the user is just
acknowledging, or giving a simple comment. The
Dialogue Acts taxonomy differs according to the



dialogue system domain.
The work presented here is part of a project that

aims to build a domain-independent textual dia-
logue system in Levantine Arabic dialect. The
concept of dialect in Arabic world is different from
what is known in the west, as people do not use
Standard Arabic in their day life but different di-
alects, which are very different from standard Ara-
bic. Arabic dialects are generally classified by re-
gions, such as in (Habash, 2010) where Arabic di-
alects were classified into North African, Levan-
tine, and Egyptian. Our work considers the dia-
logues in Levantine (mostly Syrian) dialect.

The main contributions of this work are as fol-
lows:

• We provide an insight on the annotation of
our Levantine Arabic Dialogue Act corpora
used in restaurants orders and airline ticket-
ing domain.

• We propose 5 learning models for Dialogue
Act identification, along with different fea-
tures.

• We evaluate and compare the accuracy of the
different models on our Dialogue Act dataset.

Our paper is divided as follows: section 2
presents related works, section 3 is our proposed
methods for the classification of the speech acts,
including the proposed taxonomy and dataset.
Section 4 presents the evaluation for our approach,
and section 5 is the conclusion.

2 Related Works

Automatic recognition of dialogue acts is an im-
portant, yet still underestimated component of
Human-Machine Interaction dialogue architec-
ture. The research in this area have made great
progress during the few last years.

In (Kumar et al., 2018) authors have built a hi-
erarchical recurrent neural network using bidirec-
tional LSTM as a base unit and the conditional
random field (CRF) as the top layer to classify
each utterance into its corresponding dialogue act.
The hierarchical network learns representations at
word, utterance, and conversation levels. The
conversation level representations are input to the
CRF layer, which takes into account all previous
utterances and their dialogue acts. They validated
their approach on Switchboard (SwDA) and Meet-
ing Recorder Dialogue Act (MRDA) data sets, and

show performance improvement over the state-of-
the-art methods by 2.2% and 4.1% absolute points,
respectively.

(Bothe et al., 2018) used simple RNN to model
the context of preceding utterances. They used
the domain independent pre-trained character lan-
guage model to represent the utterances. Their
proposed model was evaluated on the Switchboard
Dialogue Act corpus and achieved an accuracy of
77.34% with context compared to 73.96% without
context.

(Lee et al., 2016) have also presented a model
based on recurrent neural networks and convolu-
tional neural networks that incorporates the pre-
ceding short texts. They validated their model
which achieved state-of-the-art results on three
different datasets (DSTC 4, MRDA, and SwDA)
for dialogue act prediction.

(Khanpour et al., 2016) have applied a deep
LSTM structure to classify dialogue acts (DAs)
in open-domain conversations (Khanpour et al.,
2016). They found that the word embeddings pa-
rameters, dropout regularization, decay rate and
number of layers have the greatest impact on
the final system accuracy. They validated their
model which outperformed the state-of-the-art on
the Switchboard corpus by 3.11%, and MRDA by
2.2%.

In (Chen et al., 2018) authors proposed the
CRF-Attentive Structured Network (CRF-ASN) to
solve the problem in two steps. They first en-
coded the rich semantic representation on the ut-
terance level by incorporating hierarchical gran-
ularity and memory enhanced inference mecha-
nism. The learned utterance representation cap-
tured long term dependencies across the conversa-
tion. Next, they adopted the internal structured at-
tention network to compute the dialogue act influ-
ence and specify structural dependencies in a soft
manner. The approach enabled the soft-selection
attention on the structural CRF dependencies and
took account of the contextual influence on the
nearing utterances. The method achieved better
performance than several state-of-the-art solutions
on SwDA and MRDA datasets.

(Wan et al., 2018) proposed an improved dy-
namic memory networks with hierarchical pyra-
midal utterance encoder. Moreover, they applied
adversarial training to train the proposed model,
which was evaluated on Switchboard dialogue act
corpus and the MapTask corpus. Extensive ex-



periments showed that the model was robust and
achieved better performance compared with some
state-of-the-art baselines.

Concerning non English languages, some re-
searches were focused on multilingual domain,
such as the work of (Cerisara et al., 2018) who
proposed a deep neural network approach that ex-
plores recurrent models to capture word sequences
within sentences, and further studied the impact
of pre-trained word embeddings. The model was
validated on three languages: English, French and
Czech, and the performance was consistent across
these languages and comparable to the state-of-
the-art results in English.

(Jahanbakhsh-Nagadeh et al., 2019) presented
a dictionary-based statistical technique for Persian
speech acts recognition. They used lexical, syntac-
tic, semantic, and surface features to detect seven
classes of speech acts. To evaluate their proposed
technique, they implemented four classification
methods including Random Forest, Support Vec-
tor Machine, Naive Bayes, and K-Nearest Neigh-
bors. The experimental results demonstrated that
the proposed method using RF and SVM had the
best classification accuracy.

Arabic speech acts classification started to show
few initiatives. Sherkawi et al. presented their
rule-based model to detect Arabic Speech Act
types (Sherkawi et al., 2017). The Expert Sys-
tem has been developed in a bootstrapping man-
ner, to classify an utterance written in the Mod-
ern Standard Arabic (MSA) to one of the six-
teen speech act types (Affirmation, Negation, Con-
firmation, Interrogation, Imperative, Forbidding,
Wishing, Vocative, Prompting, Rebuke, Exclama-
tion, Hope, Condition, Praise, Dispraise, Swear).
The system was tested on a hand-crafted corpus of
about 1500 MSA sentences.

In a following research, (Sherkawi et al., 2018)
proposed a statistical based technique to recog-
nize MSA Arabic speech acts. The proposed tech-
nique used surface features, cue words and contex-
tual information. The authors compared the results
of multiple machine learning algorithms (Decision
Trees, Naïve Bayes, Neural Networks and SVM)
on a corpus of 1500 MSA sentences. The Decision
Tree algorithm had the best results.

(Elmadany et al., 2018) used the JANA corpus
(4725 utterances in Egyptian Dialect) to create a
statistical dialogue analysis model for recognizing
utterances dialogue acts using a machine learn-

ing approach based on multi-classes hierarchical
structure.

In (Graja et al., 2013), authors used the TuDi-
CoI corpus (12182 utterances in Tunisian Dialect)
to develop a discriminative algorithm based on
conditional random fields (CRF) to semantically
label spoken Tunisian dialect turns which are not
segmented into utterances.

(Shala et al., 2010) applied speech act classifi-
cation for Arabic discourse using SVM, NB and
Decision Trees machine learning classifiers on a
dataset of about 400 MSA utterances collected
from newspapers.

One more work on Arabic language was con-
ducted by (Hijjawi et al., 2013) whose approach
was based on Arabic function words (such as, �¡

do, �y� how) . They focused on questions/non-
questions utterance classification using decision
trees.

To the best of our knowledge, there are no stud-
ies on the Dialogue Act recognition of Levantine
Arabic Dialect.

3 Our Approach

Our system is built to be domain independent, but
in this work, we have applied it on both restau-
rants order and airline ticketing systems. Here-
after, we will introduce our taxonomy, our in-
house built datasets, preprocessing steps, and the
different machine learning algorithms used.

3.1 Our Taxonomy

Based on our chatbot system, we have adopted
our own taxonomy of speech acts that are mostly
used in restaurants orders and airline ticketing.
We divided the utterances into 8 types: (Greeting,
Goodbye, Thanks, Confirm, Negate, Ask_repeat,
Ask_for_alt, and Apology).

Table 1 presents the descriptions of our taxon-
omy with corresponding examples.

3.2 Our Dataset

To our knowledge, there is no available corpus in
the case of Levantine dialect that can be used to
develop our dialogue system. Therefore, we man-
ually built our own dataset, which consists of sen-
tences from two domains: Restaurants Orders and
Airplane Ticketing domain.

Our corpus contains a set of 873 sentences that
were manually tagged. We started from scratch
and collected the sentences from different sources:



• (63%) Obtained by means of crowdsourcing:
We asked our colleagues to write sentences
of how they would imagine a restaurant or-
der or flight reservation conversation would
go, then we manually tagged the sentences
according to our taxonomy.

• (32%) Extracted from Levantine tweets re-
lated to the two domains: A python code was
used to download tweets according to key-
words for every class, these sentences were
then manually labeled.

• (5%) A dataset collected in a previous food
order chatbot project (Shbib et al., 2017).

Dialogue % Description Example
Act Utterance

Greeting 12.9

�fy� Ab�r�

Greeting a ?�CAb�� wJ

person and marHaba kyfak
saying hello. $w0 >xbarak

Hello how are
you what are
you up to?

Goodbye 11.0

�®s�� �kyl�¤

Ending a �`� ¢l��

conversation wA Ealaykum
or saying alsalam Al˜A
goodbye. maEak

Peace be upon
you, goodbye

Thanks 13.0
Thanking a ryt� ¾�rkJ

person. $ukran ktyr
Thanks a lot.

Confirm 13.6
Confirming a dy�� ©�

yes/no >y >akyd
question. Yes of course

Negate 11.8

Negating a ©d� A� ¯

yes/no lA mA bid˜i
question. No I don’t

want it

Ask_repeat 12.7

dy`� �km�

Asking the ?l� wJ

speaker to Mumkin tEyd
repeat what $w qlt
he said. Can you repeat

what you said?

Ask_for_alt 12.6

�dn� ¨�wJ

Asking for ?��CAy� ry�

alternative $w fi Eandak
options if gyr xayarat
given. What other

options do
you have?

Apology 12.0
Apologizing �F�

to a person. |sif
Sorry

Table 1: Our Dialogue Acts Taxonomy.

In another experiment, we have created a multi-
labeled version of the dataset in order to apply

multi-labeling classification techniques to the task.
The dataset has been manually retagged such that
each sentence can belong to one or more class (Di-
alogue act). For both experiments, the data was
divided 80% for training and 20% for testing.

3.3 Preprocessing

Different steps were taken to preprocess the data.
First, data was resampled to create equal number
of sentences for each class.

No stop words were removed because stop
words like (yes/ �`� , no/¯, Ok/¨JA�. . . ) are key
features in the classification of speech acts.

We also tested the impact of using the stem of
the words vs. the full form words, on the Dialogue
acts classification. Therefore, we used the Ara-
bic ISRI stemmer and compared the results using
SVM classification algorithm.

3.4 Classification Algorithms

We used a set of different classifiers with different
features and compared them. The classification
algorithms that were tried were LogisticRegres-
sion (LR), Support Vector Machine (SVM), Multi-
nomialNB (MNB), ExtraTreesClassifier (ET), and
RandomForestClassifier (RF). We also used the
voting ensemble method to make the best predic-
tion from each classifier.

The features that were tried in this paper are TF-
IDF, N-gram (N-grams were tried from 1 to 5),
a combination of TF-IDF and N-gram. We also
compared some feature selection methods such as
Select From Model, Feature Union, and Recursive
Feature Elimination (RFE). We implemented dif-
ferent experiments, and assessed their results us-
ing precision, recall and f-measure metrics.

The comparison results of the N-gram feature
on Logistic Regression classifier is shown in Table
2. The table shows that 2-gram is the best feature
with an accuracy of 0.89%.

Ngram 1 2 3 4 5
Accuracy 0.88 0.89 0.87 0.87 0.87

Table 2: Accuracy using Logistic Regression with
N-gram (1-5)

In order to minimize the number of features
in our model, and only select the best features,
we compared some feature selection models and
tested their results on our Logistic Regression
classifier. Results are shown in Table 3.



Feature Selection Model LR Accuracy
Select From Model 89%(Extra Trees Classifier)
Select From Model 88%(Random Forest Classifier)
Select From Model 88%(Linear SVC)

Select K-best 91%(k = 800)
Select Percentile 89%(percentile = 50)

Table 3: Results of different Feature Selection
Models

The results presented in Table 3 show that Se-
lect k-best with k = 800 feature is the best feature
selection model, thus it will be used in our next
experiments.

4 Evaluation

In order to evaluate our approach, we implemented
five machine learning models: LogisticRegression
(LR), Support Vector Machine (SVM), Multino-
mialNB (MNB), ExtraTreesClassifier (ET), and
RandomForestClassifier (RF).

We trained each classifier on different features
and compared the results. The voting ensemble
method was also evaluated for each feature. Table
4 compares the results obtained using our models.

N-gram TF-IDF TF-IDF &
N-gram

LR 0.91 0.89 0.86
SVM 0.89 0.86 0.85
RF 0.79 0.73 0.72

MNB 0.86 0.87 0.85
ET 0.88 0.87 0.86

Voting 0.90 0.89 0.87

Table 4: Results of different Machine Learning
Models

The results show that Logistic Regression
model using N-gram features outperforms the rest.
Logistic Regression model improved the Dialogue
Acts labeling accuracy over the SVM model by
2%.

To study the impact of using a stemmer in
the preprocessing step, we used the ISRI stem-
ming algorithm which is implemented for Mod-
ern Standard Arabic, and to our knowledge there
is no stemmer for the Levantine Dialect. Re-
sults showed that using the MSA stemming did
not improve the accuracy of the recognition. The
MSA stemmer produces incorrect stems such as

d��/Abad for the word ©d�A�/mAbid y, and wm�/lamw
for the word wmls§/yislamw. These erroneous
stems will be part of the features used, and will
definitely affect the classification results.

In order to further analyze the results, we looked
into the confusion matrix to know which labels are
correctly/incorrectly assigned to sentences.

Figure 1 shows the confusion matrix of our Lo-
gistic Regression. We notice that the most errors
were made in sentences that belong to the class
“Thanks” and were predicted as “confirm”.

Figure 1: Confusion Matrix of the LR model

We noticed from the false predicted utterances
that the sentences in fact belong to both classes,
“Thanks” class and “Confirm” class. Table 5
shows some examples of these mislabeled sen-
tences.

Dialog Act Sentence

Thanks Ty�A`�� �yW`§ ¨JA� ©�

�y}wt�A� ¤r��t� ¯ H�

Thanks Ty�A`�� �yW`§ �rkJ ©�

�lky� L§ � �y}wt�� H�

Thanks Ty�A`�� �yW`§ ©�

Table 5: Examples of “Thanks” sentences pre-
dicted as “Confirm”

To solve this problem, we re-labeled the data
so each sentence would belong to more than one
class, then we applied the One Vs. Rest multi-
labeling classifier. The Results using different
classifiers are shown in Table 6

Results show that our SVM classifier outper-
forms the rest of the classifiers with an accuracy
of 86%.



One Vs. Rest Classifier Accuracy
LR 0.84
SVM 0.86
RF 0.84
MNB 0.85
ET 0.82

Table 6: Results of the different Multi-labeling
classifiers

5 Conclusion

In this paper, we have investigated different Dia-
logue act recognition models for Levantine Ara-
bic language. The best model will be embedded
into the Language Understanding component in
our Arabic Conversational (Syrian Levantine Di-
alect) system.

We implemented different Machine Learning
algorithms along with different features and fea-
ture selection methods. We evaluated the proposed
techniques on a hand-crafted dataset in the restau-
rant’s orders and airline ticketing domain. The
best results were achieved using SVM model with
86% accuracy).

In the future, we intend to record a real restau-
rant and Ticket ordering conversations and create
a new larger dataset, with real life situations and
speech act sequences. This new dataset will allow
us to take into consideration the whole context of
the sentence in predicting the speech act of each
utterance.

Building a Morphological Analyzer (or even a
simple light stemmer) for Levantine (Syrian) Ara-
bic, and using it in the preprocessing steps, will
allow to extract many important features such as
dialect negation tools (usually concatenated with
the word itself, such as �CA�/I will not, ©d�A�/I don’t
want), and this will improve the correct dialogue
acts recognition.
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