
Domain-independent Punctuation and Segmentation Insertion

Eunah Cho⇤, Jan Niehues, Alex Waibel

Institute for Anthropomatics and Robotics,
Karlsruhe Institute of Technology,

Karlsruhe, Germany
firstname.lastname@kit.edu

Abstract
Punctuation and segmentation is crucial in spoken lan-

guage translation, as it has a strong impact to translation per-
formance. However, the impact of rare or unknown words in
the performance of punctuation and segmentation insertion
has not been thoroughly studied. In this work, we simulate
various degrees of domain-match in testing scenario and in-
vestigate their impact to the punctuation insertion task.

We explore three rare word generalizing schemes using
part-of-speech (POS) tokens. Experiments show that gener-
alizing rare and unknown words greatly improves the punc-
tuation insertion performance, reaching up to 8.8 points of
improvement in F-score when applied to the out-of-domain
test scenario. We show that this improvement in punctuation
quality has a positive impact on a following machine transla-
tion (MT) performance, improving it by 2 BLEU points.

1. Introduction
Punctuation and segmentation for automatic speech recogni-
tion (ASR) output is crucial in order to provide a better read-
ability of the transcript as well as for a better performance in
a subsequent application, such as machine translation (MT).
Current state-of-the-art ASR systems often do not generate
any or reliable punctuation marks. Thus, there has been an
extensive amount of study on this issue.

A widely used method for punctuation and segmentation
insertion utilizes language model with prosody features [1]
due to its low latency. On the other hand, translation model-
inspired systems [2, 3, 4] show an outstanding performance,
both in accuracy of punctuation marks and improving the fol-
lowing MT performance. Using such monolingual transla-
tion systems, a non-punctuated source language is translated
into a punctuated source language. Recently a neural ma-
chine translation (NMT)-based model [5] is shown to have
a better performance, maintaining low latency in a real-time
application.

While the monolingual translation system for punctua-
tion insertion has been thoroughly investigated for its per-
formance in subsequent applications, such as MT, and for
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real-time scenario constraints, such as latency and compact-
ness of the model, domain-dependency of the model and its
potential impact have been left under-explored.

In this paper, we investigate the domain-dependency of
punctuation and segmentation insertion task and suggest that
a generalization scheme over domain-specific words can
greatly improve the performance. In this scheme, rare and
unknown words are represented in their part-of-speech (POS)
tokens for generalization.

In order to analyze the problem, we consider three sce-
narios where a different amount of matching in-domain data
is available for training. In the first scenario, test data and
training data are from the same resource. Therefore they
share a same genre. In the second scenario, we consider a
case where only a small amount of in-domain data is avail-
able for training the punctuation insertion model. In the last
scenario, no matching in-domain data is available for train-
ing. Detailed data description for each scenario will be given
in Section 5.

We then design three different schemes for modeling
rare-words in punctuation insertion, whose details of the
schemes will be given in Section 4.

For the punctuation systems, we use an attentional
encoder-decoder model [6], so that a non-punctuated text
is punctuated and true-cased using a translation framework.
The punctuation insertion system is built for two source lan-
guages, English and German. We also translate punctuated
test data into another language and measured the translation
performance, in order to evaluate the impact of punctuation
insertion in a further down text processing.

Our experiments show that generalizing rare and un-
known words for punctuation and segmentation insertion
task brings up to 8.8 points of improvements in F-score. Ex-
periments on both manual and ASR transcripts show that
generalizing rare and unknown words using POS tokens im-
proves punctuation accuracy and also enhances the perfor-
mance of following MT.

This paper is organized as follows. In Section 2, we
overview past research in related fields. The problem state-
ment and motivation as well as a detailed description of the
task are given in Section 3. In Section 4 we will describe how
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rare words can be generalized for better performances and
the scenarios we consider in this work. Section 5 describes
three different domain-match scenarios in testing scenario.
Section 6 contains a detailed description of experimental se-
tups, data preparation and evaluation settings, followed by
Section 7 where the results and analyses are given. The pa-
per is concluded in Section 8.

2. Related Work
Many previous research has been devoted to insertion of
punctuation and segmentation into ASR transcripts. In [1],
authors investigated using language model for the task, in-
corporated with prosody information such as pause duration.
Authors in [7] explored maximum entropy model for the task
using lexical as well as prosodic features. Modeling punctu-
ation marks was also viewed as a sequential tagging problem
in [8].

Punctuation insertion task is considered as a part of trans-
lation task in [2], where the authors build an implicit trans-
lation model, which translates non-punctuated source lan-
guage into punctuated one. Later this work is extended by
the authors in [3]. In this work, authors compared three ap-
proaches to view the punctuation insertion task as a machine
translation problem. Among them, the explicit model where
punctuation marks are inserted on the source side, prior to
the translation, showed the best performance. This approach,
however, can only be used under the assumption that the sen-
tence boundary is already defined. Therefore, this approach
would punctuation marks within pre-defined sentence bound-
aries only.

In [4], authors solved this problem by preparing the train-
ing data differently. They altered the training data so that
sentence breaks are inserted in random locations. Therefore,
sentence breaks can be observed anywhere throughout the
data, not necessarily after a sentence-finalizing punctuation
marks. On the other hand, they used a sliding window for
testing.

Punctuation insertion task using neural networks has
been studied using various architectures. The authors in [9]
used a classifier based on a recurrent neural network (RNN).
It is shown that a bidirectional recurrent network with atten-
tion mechanism can be effective for the task as well [10].

Recent development of attention-based NMT [6] has im-
proved the performance machine translation greatly. An at-
tentional NMT system consists of an encoder representing
a source sentence and an attention-aware decoder that pro-
duces the translated sentence. In [5], a neural machine trans-
lation model is used as a method to insert punctuation marks
into a non-punctuated source language. Authors investigated
into the trade-off between network size and performance.
By applying compact representation on the target side, they
show that the NMT-based model outperforms PBMT-based
model, maintaining low latency in an end-to-end translation
scenario.

Domain adaptation and topic-matching problem for ma-

chine translation has been studied from various perspectives.
In [11], authors gave a thorough analysis on different ap-
proaches to adapt a statistical machine translation system to-
wards a target domain, using a small in-domain data. Tech-
niques for domain adaptation in NMT has been explored and
evaluated in an evaluation campaign in [12]. Rare word prob-
lem of NMT and potential solutions for machine translation
scenario have been discussed in various literatures [13, 14].
Also, in [15] authors investigated how to adapt existing NMT
systems to into a spoken language domain.

3. Domain-dependency of Punctuation and
Segmentation Insertion Task

Domain adaptation for machine translation has received a
great deal of attention [16], since applying an MT system into
a test data of a different domain significantly affects transla-
tion quality.

In this paper, we study the impact of domain mismatch
in the punctuation insertion task. Table 1 shows three sepa-
rate excerpts extracted from a test data, which is punctuated
using an NMT-based punctuation and segmentation system
[5]. The system is trained on generic data and the test data
contains domain-specific terminologies.

Table 1: Three excerpts from test data, punctuated using a
segmenter trained on generic data. Company and product
names are anonymized.

1 ...use your existing Git and Gerrit Implementations.
As well.

2 ...server level should ever reference.
The schema itself this.

3
...that might be an existing #Company #Product1.
#Product1-cont system an, #Product2 System it.
Could be a replicated...

We can observe that the system provides rather poor qual-
ity of punctuation especially around rare words. Especially
in the third excerpt, the product name (marked as #Product1),
which originally consists of two tokens, is even separated by
the inserted full stop.

Building separate domain-matching systems and obtain-
ing a substantial amount of training data for each domain is
costly. Therefore, we aim to build a punctuation insertion
system which can be used relatively independent from the
domain of test data. In order to generalize rare words, we
explore methods using POS tags. The details are described
in Section 4.

4. Modeling of Rare Words
In this work, punctuation and segmentation insertion task is
considered as translation problem. Lower-cased text without
any punctuation is translated into true-cased text with proper
punctuation and segmentation. While the NMT-based punc-
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tuation and segmentation insertion system shows a good re-
sult [5], the performance can be affected by rare words, as
discussed in Section 3.

4.1. Definition

In this work, we define rare word as a word occurring less
than 10 times throughout the training corpus. Additionally,
we also need to model unknown words during training, in
order to account them during the test case. Thus, we define
unknown word as a word occurred only once in the training
data.

4.2. Model

For generalization of rare words, we utilize POS information
in order to consider syntactic information of them. In this
work, we compare three different methods to represent rare
and unknown words in a generalized form using POS.

• unknown-NN: Only unknown words are generalized.
In order to generalize unknown words, we replace all
words that occurred only once in the training data, into
a POS-tag for noun (NN). We choose NN as it is the
most frequently occurring POS throughout the corpus.

• rare-NN: Rare words, including unknown words, are
generalized into the POS-tag for noun (NN).

• rare-MF: Unknown words are mapped into a POS-tag
for noun (NN), while rare words are mapped into each
word’s most frequently (MF) used POS tag. Thus,
we build a MF map from the training corpus. The
MF map stores the most frequently used POS for each
unique word in the training data. We obtain the POS-
tag for each word of the training corpus using Tree-
Tagger [17].

Test data is prepared in a similar manner for each crite-
ria. Unknown word, that was not observed during training, is
replaced into NN.

An excerpt from the training data is shown in Table 2 to
depict rare-MF operation. In the first example, we can see
that a rare word thrives is replaced into its most frequent tag,
VVZ for the source side. In the same way, words like beryl-
lium, Adit, or tungsten in the second example are replaced
into POS tags.

Once rare words are generalized using different methods,
further preprocessings are applied in order to form a parallel
data for MT training. Details are discussed in Section 6.2.

5. Scenarios
While an extensive amount of previous research investigate
the punctuation insertion task [3, 5], the impact of non-
matching domain in test case is under-explored. In order to
establish the importance of domain-match for this task, we

model three scenarios of in-domain data availability by uti-
lizing test data and training data from different sources. We
utilize in-house English and German data for different sce-
narios.

5.1. Matching Data

The first scenario simulates the case where we have enough
genre-matching training data. We take the training data and
test data from the same source and model and evaluate the
punctuation prediction system on the English TED data1.

The training data comprises of ⇠200K sentences of TED
corpus, while the in-domain test data is around 1K sentences
of TED. The audio reaches around 2 hours and 16 minutes.

By modeling this scenario, we aim to evaluate the impact
of generalizing rare words into POS tokens in the punctua-
tion prediction system, even when it is applied to a perfectly
genre-fitting input.

5.2. Small In-domain Data

In the next scenario, we consider the case where only a
limited amount of in-domain data is available. The model
is trained using around ⇠200K sentences of German TED
data concatenated with 10K sentences of lecture corpus [18].
While the lecture corpus may share a similar style with the
TED corpus (monologue, lecture), the lecture corpus con-
tains a variety of domain-specific terms. The punctuation
insertion system is then tested on a lecture data. Its manual
transcript has 3K sentences, and its audio reaches around 6
hours and 32 minutes.

Detailed analysis on the data statistics is shown in Table
3. In the top two rows, we show the word count information
in the original corpus, before we replace rare words into POS
tokens. In the third line, we show how many words in the
training/test data (among all occurrences) are considered as
rare words according to the definition given in Section 4.1.
We can see that around 4.5% of words of training data are
rare words. About 2.0% of words in training data has oc-
curred only once throughout the corpus. In the lecture test
data, around 3.1% of words are unknown words, which were
not observed during the training. As the university lecture
corpus contains domain-specific terminologies, we can see
that overall 4.9% of words in the test data are rare words.
When using rare-MF method to generalize the rare and un-
known words, the training data has 14.7K unique words. The
number for test data is also decreased to 3.4K.

5.3. No in-domain data

In this scenario, we evaluate the English punctuation inser-
tion built on the TED data, described in Section 5.1, on an
online lecture corpus obtained from an internal project. The
manual transcript reaches around 700 sentences, with the au-
dio of a length of 1 hour and 55 minutes. The english online

1
https://www.ted.com
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Table 2: POS replacement for rare and unknown word generalization

Original ... a type of bacteria that thrives at 180 degrees. I think that’s ...
rare-MF ... a type of bacteria that VVZ at 180 degrees. I think that’s ...
Original it doesn’t have any beryllium in it. it’s called the Pole Adit. and it does have tungsten, ...
rare-MF it doesn’t have any NN in it. it’s called the Pole NP. and it does have NN, ...

Table 3: Data statistics: German
Train Test

All word 3,866.2K 53.6K
Unique word 137.2K 6.2K
Rare word 4.51% 4.87%
Unknown word 1.95% 3.07%

lecture mostly covers its most recent technologies. Conse-
quently the test data contains a relatively higher proportion
of rare and unknown words. By applying the system on this
out-of-domain test data, we aim to show the effectiveness of
our system handling rare words.

Table 4: Data statistics: English

Train Test:in Test:out
All word 3,801.5K 20.3K 17.8K
Uniq word 63.5K 3.1K 1.8K
Rare word 2.63% 2.73% 4.54%
Unknown word 0.68% 1.07% 4.67%

Data statistics for English training and two test data are
summarized in Table 4. First two rows, same as before, are
showing general statistics of training and test data before the
POS-replacement operation was applied. We can see that the
ratio of rare words to all words in the corpus for both training
and in-domain test data is around 2.7%. However, this ratio
for out-of-domain test data rises to 4.5%. More importantly,
the out-of-domain data has a significantly higher ratio of un-
known word, 4.7%, compared to training as well as the in-
domain test data. The statistics shows that the out-of-domain
test data indeed includes a great proportion of unknown and
rare-words, which is replaced into POS tokens during the re-
placement operation. Using rare-MF system, the training
data has 11.9K unique words, in-domain test data 2.5K and
out-of-domain test data 1.3K unique words respectively.

6. Experimental Setups
Since this process already decreases the vocabulary size ef-
fectively, we did not use any sub-word units. The detailed
data statistics changed by this process will be discussed in
Section 5.

In this section, we discuss the architecture of NMT-based
punctuation insertion system as well as machine translation
systems used to translate the punctuated test data.

6.1. Punctuation Insertion by NMT-based System

Inspired by [5], all punctuation insertion systems are built
using the NMT framework lamtram [19], with an attention-
based encoder-decoder model.

The models were all trained with Adam, where the algo-
rithm is restarted twice and early stopping is applied. In [5],
authors investigated the tradeoff between network size and
performance. Following this work, we also configured that
the encoder uses word embeddings of size 128 and a bidi-
rectional LSTM [20] with 64 hidden layers for each direc-
tion. We use a multi-layer perceptron with 128 hidden units
for the attention. For the decoder, we use conditional GRU
units with 128 hidden units. Both networks are applied with
dropout at every layer with the probability of 0.5.

6.2. Data Preparation

General data preparation follows the work in [4]. Except for
tokenization and true-casing, no other preprocessing is ap-
plied for both input languages. The training data is randomly
cut so that sentence boundaries can be observed in any lo-
cation throughout the segment. Source side of the training
data consists of lower-cased words and/or POS tokens. All
punctuation marks are removed.

In this work, we build three systems to measure the im-
pact of generalizing rare words. The details of the generaliza-
tion scheme is given in Section 4.2. Since generalization of
rare words largely decreases the number of unique words in
the training data, we did not apply any sub-word operations
on the training data for the three systems.

As a baseline system, we build a system following the
work in [5], where no POS-replacement operation is applied.
Source words are instead applied with byte-pair encoding
of an operation size 40K. As another comparative system,
in addition, we build a system all-MF where all words are
replaced into their most frequent tag. In this system, thus,
source side text consists of POS tags only. For English all-
MF system, we introduce an additional POS tag for the word
I. Since this word is always uppercased in English, we be-
lieve that it is fair to introduce a separate token for it. Vo-
cabulary size for the all-MF system is therefore same as the
number of possible POSs in each language.

For all systems with different source side representation,
the target side follows the compact representation shown in
[5]. Therefore, the target side corpus consists of U (meaning
to be uppercased token), L (to be lowercased), and punctua-
tion marks. As punctuation marks, we only consider sentence
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boundary marks (.?!) and commas.

Test data is prepared in the same manner of training data,
where random line breaks are inserted, in order to simulate
ASR output.

6.3. Evaluation

As discussed in Section 5, English system, trained only
on TED corpus, is evaluated on two different test sets, in-
domain and out-of-domain test data. German system, whose
training data includes a small lecture corpus, is tested on a
lecture data.

The performance is measured intrinsically as well as ex-
trinsically. The accuracy of punctuation marks inserted into
manual transcripts is measured in F-score. Later this set is
translated into another language in order to measure the im-
pact of punctuation marks in translation performance. Ger-
man lecture data is translated into English, and English TED
data is translated into German. English lecture data is trans-
lated into Spanish following reference translation availabil-
ity. The detailed description of each machine translation sys-
tem used is given in Section 6.4.

The general system description for ASR is given in [21].
The training data for the English ASR system includes 450
hours of TED data. In addition, it also includes 30 hours of
lecture courses obtained from the same project.

6.4. Machine Translation Systems

Punctuated German test data is translated into English for
performance evaluation. The detailed description to Ger-
man to English machine translation system can be found in
[22, 23]. It is a phrase-based machine translation system that
is trained on European Parliament and News Commentary
corpora and adapted into TED and lecture domain.

The in-domain English test data, once it is punctuated, is
translated into German. We use a phrase-based MT system
described in [24]. The out-of-domain English test data has
a Spanish reference translation. In order to evaluate the im-
pact of punctuation prediction in this data, we use a neural
machine translation system.

The English to Spanish NMT system is trained using the
toolkit OpenNMT [25]2, with its default architecture. The
training data includes EPPS, NC, and TED corpora, where a
BPE of operation size 40K is applied. Additionally, we also
use a data from Wikipedia3 in order to support translation of
domain-specific words [26].

The impact of inserted punctuation marks on each test
data are measured in translation performance, in case-
sensitive BLEU [27].

2
https://github.com/OpenNMT/OpenNMT-py

3
https://wikipedia.org

7. Results and Analysis
In this section, we show the results of experiments, followed
by detailed analysis.

7.1. German Punctuation Insertion

In order to simulate scenarios with small in-domain training
data, we build a system on German in-house data. Table 5
shows the results for German manual transcript.

Table 5: Punctuation insertion performance: German lec-
ture manual transcript

System F-score De!En (BLEU)
Baseline 50.18 22.01
(1) unknown-NN 55.55 22.22
(2) rare-NN 55.23 22.30
(3) rare-MF 56.79 22.61
all-MF 47.21 21.25

When using rare-MF system to insert punctuation and
segmentation into manual transcript, we can see that we
achieve 6.6 points of F-score improvement over the base-
line. This improvement also led to better translation, yield-
ing 0.6 points of BLEU improvement by simply using dif-
ferent punctuation and segmentation into the same manual
transcript prior to translation. As comparison, we also show
the number of all-MF, where we can see the negative impact
of over-generalization of this system.

Table 6: Punctuation insertion performance: German lec-
ture ASR transcript

System De!En (BLEU)
Baseline 18.71
(1) unknown-NN 19.12
(2) rare-NN 19.16
(3) rare-MF 19.23
all-MF 18.53

Table 6 also shows how much we can improve the trans-
lation of ASR transcript when we use the punctuation inser-
tion system which generalizes rare words. Compared to the
baseline where no generalization is applied, we improve the
translation performance by 0.5 BLEU points. Thus, we can
observe that the rare words in the lecture test data can be
handled better when we use the rare-MF system.

When comparing the performance on manual transcripts
and ASR, we see that in both cases rare-MF leads to the best
performance. Also, in both cases, we improve the translation
performance by 0.5 BLEU points.

7.2. English Punctuation Insertion

Table 7 shows the performance for English manual tran-
scripts, tested on both in-domain test data and out-of-domain
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test data. As mentioned, we show the intrinsic performance
of punctuation insertion in F-score for each test data and ex-
trinsic performance in BLEU. In-domain test data is trans-
lated into German, while out-of-domain test data, lecture test
set, is translated into Spanish.

Table 7: Punctuation insertion performance: English in-
domain and out-of-domain manual transcript

System in-domainTest out-domainTest
F-score En!De F-score En!Es

Baseline 53.95 18.46 51.21 22.73
(1) unknown-NN 57.40 18.77 59.87 24.45
(2) rare-NN 59.23 19.16 57.93 24.45
(3) rare-MF 59.63 18.93 59.99 24.68
all-MF 38.10 16.87 42.82 20.89

We can observe that the rare-MF system yields a big im-
provement in F-score, 5.7 for in-domain test data and 8.8 for
out-of-domain test data. This improvement in the F-score is
also continued in the translation performance. The improve-
ment in translation performance is bigger for out-of-domain
test data, reaching around 1 BLEU point. The results show
that generalizing rare and unknown words does not only im-
prove the punctuation insertion but also the sequential appli-
cations’ performance. The over-generalization of the addi-
tional system all-MF shows a worse performance for both
test sets.

Table 8: Punctuation insertion performance: English in-
domain and out-of-domain ASR transcripts (BLEU)

System in-domainTest out-domainTest
En!De En!Es

Baseline 13.74 19.21
(1) unknown-NN 13.92 20.22
(2) rare-NN 13.74 20.13
(3) rare-MF 13.77 20.23
all-MF 12.44 17.85

We apply the same set of experiments for English ASR
transcripts. The results are shown in Table 8. For ASR tran-
scripts, we translate the punctuated output into different lan-
guages and measure the performance in BLEU. As shown in
the table, we can see that punctuation inserted from the rare-
MF system into the in-domain test data did not yield a big
performance improvement over the Baseline. For the out-of-
domain test data, however, the rare-MF improves the trans-
lation performance around 0.8 BLEU points, by inserting the
different punctuation marks and sentence segmentation only.
The results show the importance of rare word generalization
in the punctuation insertion system.

Another constant observation is that the more we lack
of in-domain training data, the bigger improvement we may
expect from using the rare-MF system.

7.3. Analysis

In addition, we measure the impact of using POS tokens over
rare words in overall speed.

Table 9: Running Time

English German
Baseline 0m56.219s 1m49.818s
rare-MF 0m47.242s 1m45.493s
all-MF 0m42.341s 1m36.889s

The results are shown in Table 9. We measure the time
used for decoding English in-domain test data and German
test data, both manual transcripts. It is worth to note that the
test sets are decoded in a CPU. We can see that decreasing
vocabulary on the source side by replacing rare words into
their POS tags, while keeping the target side vocabulary the
same, overall testing time is decreased by 85⇠90% of the
baseline system. Faster runtime is therefore another advan-
tage of generalization of rare words, which is often crucial in
real-time applications.

Table 10 shows excerpts from the test data of the scenario
where we have only a little amount of in-domain training
data. We can observe that while the baseline system often
misplaces a punctuation mark, rare-MF offers a better per-
formance.

8. Conclusion
In this work, we showed that the performance of punctua-
tion and segmentation can be greatly improved by general-
izing rare and unknown words. In order to evaluate the im-
pact of this system, we set three different scenarios on in-
domain data availability. Our experiments show that we can
improve the F-score by 5.7 points even for the scenario where
we have a perfectly genre-matching training data. In the set-
ting where in-domain data is not available at all and therefore
rare/unknown words occur very frequently, F-score was im-
proved by 8.8 points and subsequently 1 BLEU point in the
following translation task of the punctuated test data.

In a detailed data analysis, we show that using this gen-
eralization also decreases source vocabulary dramatically.
Compared to the baseline where we use sub-word units, the
vocabulary size is decreased to 30⇠37%. This also boosts
faster running time during the testing.

Future work includes combining this model with other
post-processing tasks for ASR, i.e. disfluency removal.
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Table 10: Excerpts from output using different segmentation and punctuation system

Excerpt 1

Baseline wir sind nur zehn Kilometer voneinander.
entfernt mit einem Auto fünfzehn Minuten.

En. gloss we are only ten kilometres from each other.
away with a car fifteen minutes.

rare-MF wir sind nur zehn Kilometer voneinander entfernt mit einem Auto, fünfzehn Minuten.
En. gloss we are only ten kilometres from each other away with a car, fifteen minutes.

Excerpt 2

Baseline Universitäten sind bottom-up.
strukturiert Ideen entstehen in kleinen Ecken ...

En. gloss Universtities are bottom-up.
structured ideas grow in small corners...

rare-MF Universitäten sind Bottom-up strukturiert.
Ideen entstehen in kleinen Ecken...

En. gloss Universities are bottem-up structured.
Ideas grow in small corners ...
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