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Abstract

In this article we present an expansion of
the supersense inventory. All new super-
senses are extensions of members of the
current inventory, which we postulate by
identifying semantically coherent groups
of synsets. We cover the expansion of the
already-established supernsense inventory
for nouns and verbs, the addition of coarse
supersenses for adjectives in absence of a
canonical supersense inventory, and super-
senses for verbal satellites. We evaluate
the viability of the new senses examining
the annotation agreement, frequency and
co-ocurrence patterns.

1 Introduction

Coarse word-sense disambiguation is a well estab-
lished discipline (Segond et al., 1997; Peters et al.,
1998; Lapata and Brew, 2004; Alvez et al., 2008;
Izquierdo et al., 2009) that has acquired more mo-
mentum in the latter years under the name of su-
persense tagging (SST). SST uses a coarse sense
inventory to label spans of variable word length
(Ciaramita and Johnson, 2003; Ciaramita and Al-
tun, 2006; Johannsen et al., 2014). This coarse
sense inventory is obtained from the list of Word-
Net first beginners, i.e. the names of the lexicog-
rapher files that hold the synsets.

However, lexicographer files were devised for
practical reasons, namely as an organization
method for the development of WordNet (Miller,
1990; Gross and Miller, 1990; Fellbaum, 1990),
and not as final target categories to annotate with
or disambiguate from.

Nevertheless, the organization of lexicographer
files is semantically motivated, and supersenses
have proven useful for natural language process-
ing such as metaphor detection or relation extrac-
tion (Ciaramita and Johnson, 2003; Tsvetkov et

al., 2014a; Søgaard et al., 2015). According to
Ciaramita and Altun (2006), supersenses extend
the named entity recognition (NER) inventory so
that the predictions of an SST model subsume the
output of NER. Schneider et al. (2015) provide a
full SSI for prepositions.

The current supersense inventory (henceforth
SSI) enjoys de facto standardness, but in spite of
its potential usefulness, it is used acritically. The
current SSI provides 26 noun supersenes and 15
verb supersenses. Adjective and adverb lexicogra-
pher files are disregarded. We provide a revision
of the SSI by an extension of its supersenses using
the Danish wordnet as starting point.

This revision is empirically backed by four
evaluation criteria, namely inter-annotator agree-
ment, sense frequency after adjucation, sense co-
ocurrence, and NER compliance (whenever possi-
ble). Note that we do not suggest merging existing
supersenses, but only extending the current SSI in
a backwards-compatible manner.

We conduct our extension in three steps steps.
First, we propose new supersenses when a projec-
tion between an EuroWordNet (EWN) ontologi-
cal type and a supersense is not univocal (Section
2). Second, we evaluate the distribution of super-
senses in terms of agreement after an annotation
task, frequency and sense-sense relations (Section
4) and analyze the results across the different parts
of speech (Section 5). Lastly, we suggest new su-
persenses (underlined in in Table 2) when large
sections of the data have been assigned to back-
off categories.

The main contributions of this paper are i )a set
of guidelines for the inclusion of new supernses
in the SSI, ii) an empirically motivated expansion
of the SSI with new senses for nouns, verbs and
adjectives respectively,1 and iii) a projection from
ontological types to supersenses that can be used
to enrich any wordnet that is not organized in lexi-

1https://github.com/coastalcph/semdax



cographer files or where synsets are not fully con-
nected to Princeton synsets.

2 Extending the supersense inventory

This section describes the extension of the SSI that
results from an analysis of projections into super-
senses from ontological types, ensuing both retro-
compatibility with the existing inventory (i.e. all
new supersenses are extensions of an existing su-
persense), and compability with NER tags.

We use The Danish wordnet (Pedersen et al.,
2009), DanNet, as a starting point. DanNet is
not organized in lexicographer files. However, its
synsets are associated to ontological types (Vossen
et al., 1998). We map from the ontological type of
the synsets to a supersense. Table 2 provides one
example for each lexical part of speech.

Ontological type Supersense

Property+Physical+Colour ADJ.PHYSICAL

Liquid+Natural NOUN.SUBSTANCE

Dynamic+Agentive+Mental VERB.COGNITION

Table 1: Supersense mapping examples.

We establish a projection into supersenses with
the following steps; if an ontological type ti:

1. does not have a straightforward 1-to-1 map-
ping to a supersense,

2. is the subtype of an ontological type t j (e.g.
Liquid+Natural is a subtype of Liquid),

3. and has enough support (in terms of how
many synsets make up ti),

then we propose new supersense for ti as an ex-
tension of the supersense of t j. We consider the
support to be substantial enough when a subtype
has at least 500 synsets out of the 65k synsets in
DanNet and, and it makes up at least 12% of its
parent supersense.

We exemplify this method by explaining how
we extend DISEASE from STATE. The sub-
type Property+Physical+Condition is associated
to 527 synsets and makes up 70% of the synsets
of the type Condition. All the synsets of this sub-
type are diseases, and we propose the supersense
DISEASE as an extension of STATE, which is oth-
erwise the supersense translation of Condition.

In addition to providing new supersenses for the
main three lexical parts of speech, we devise three
aditional tags for verbal satellites (collocations,
particles and reflexive pronouns) as aid for verbal

New supersense Subsumed by

Noun
VEHICLE

}
ARTIFACTBUILDING

CONTAINER
DOMAIN

}
COGNITIONABSTRACT

INSTITUTION } GROUP

DISEASE } STATE

LANGUAGE
}

COMMUNICATIONDOCUMENT

Verb
ASPECTUAL } STATIVE

PHENOMENON } CHANGE

Adjective
MENTAL }

ALL

PHYSICAL
SOCIAL
TIME
FUNCTION

Satellite
COLLOCATION

}
nonePARTICLE

REFLPRON

Table 2: Extensions to the sense inventory. Items
in grey do not fulfill the inclusion criteria, un-
derlined items have been suggested during post-
annotation analysis.

multiwords the annotation (cf. Section 5.4). Ta-
ble 2 lists the new supersenses. Underlined duper-
senses marked are determined in post-annotation
analysis (cf. Section 5), while the rest have been
determined during the projection step described in
this section. Supersenses in grey do not meet the
inclusion criteria, and are thus not incorporated in
our proposal for SSI extension.

3 Annotation task

We perform an annotation task on 5,500 sentences
from a Danish contemporary corpus (Asmussen
and Halskov, 2012) made up of newswire, parlia-
mentary speech, blog posts, internet forum discus-
sions, chatroom logs and magazine articles, plus
the test section of the Danish Dependency Tree-
bank (Buch-Kromann et al., 2003).

Any corpus choice imposes a bias, and we base
the corpus choice on a twofold need: to tune the
sense inventory to the needs of contemporary gen-
res that are used for information extraction, with-
out sacrificing its adequacy for more usual do-
mains. Generally speaking, another corpus choice
would yield a different supersense expansion.



The corpus was pre-annotated using the super-
sense projection list described in Section 2. Even
though the size of the specific wordnet is a deter-
mining factor for the quality of the preannotation,
it does not determine the coverage of the final su-
persense annotation, which provides full coverage
because a SSI covers all content words.

Two in-house native annotators with a back-
ground in linguistics annotated the data, choos-
ing the best pre-annotated sense or selecting a new
one. A third annotator performed adjudication in
case of disagreement. The overall kappa score be-
fore adjudication is 0.62. Olsen et al. (2015) pro-
vide more details on the annotation task. The re-
sulting data has been use for automatic supersense
tagging by Martı́nez Alonso et al. (2015).

4 Metrics

This section describes the metrics applied to the
supersense-annotated corpus in order to assess the
distribution of the new supersenses.

4.1 Sense-wise agreement variation

Inter-annotator agreement is a source of infor-
mation on the reliability of semantic categories
(Lopez de Lacalle and Agirre, 2015). In this sec-
tion, we examine the variation in agreement for
noun and verb supersenses. Cf. Olsen et al. (2015)
for a more detailed account.

Figures 1 and 2 portray the variation of agree-
ment across noun and verb supersenses. Each cell
in the matrix indicates the probability of a token
being annotated with a row-column tuple of super-
senses (ri,c j) by the two annotators. The matrix
is normalized row-wise, and each row describes
the probability distribution of a certain supersense
ri to be annotated with any other supersense c j.
When ri and c j have the same value, annotators
agree. Rows are sorted in descending order of
agreement, i.e. the size of the ri = c j box on the
diagonal. The larger the box in the diagonal, the
higher the agreement for a given ri supersense.

From the standard supersenes, for instance,
N.GROUP is very seldom assigned by both an-
notators, and there is usual disagreement with
N.QUANTITY. Other senses like N.BODY have
very few off-diagonal values and have near-perfect
agreement.

Out of the new supersenses, N.INSTITUTION

has very high agreement. However, the new
supersense N.DOMAIN has very low agreement.

A domain (i.e. a field of knowledge or profes-
sional discipline) is difficult to distinguish from
its semantically related senses N.COGNITION and
N.COMMUNICATION. Low agreement also com-
promises the reliability of some of the established
supersenses such as NOUN.SHAPE. However, the
goal of these measurements is to evaluate the new
supersenses, because we do not advocate for a re-
duction of the canonical SSI, but an extension of
the existing list of supersenses.
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Figure 1: Agreement variation for nouns.
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Figure 2: Agreement variation for verbs.



Agreement also varies across parts of speech.
Diagonal boxes take up 69% of the probability
mass of the verbs, while 58% is taken by the
agreed nouns. In other words, 31% of the anno-
tations for verbs are mismatched, whereas 42% of
the nouns have mismatching annotations. We con-
sider this difference a consequence of the size of
the inventory for nouns and verbs respectively, and
not an indication of verbs being per se easier to an-
notate than nouns.

4.2 Supersense frequency

Frequency is the most straightforward way of as-
sessing whether a a certain sense has been given
to enough examples to be considered relevant. If a
new sense is very frequent, there is sufficient rea-
son to consider it as a valid addition to the SSI.

Table 3 provides the absolute frequency for the
28 most frequent supersenses, namely half of the
total SSI, after disagreements had been resolved
by the adjudicator.
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Figure 3: Distribution of frequent senses.

Presence in the top half of the sense ranking is
one of the criteria for inclusion in the SSI.

4.3 Association between supersenses

A third source of information on the appropi-
ateness of a supersense is its relation with the
other established senses. This section offers
an overview on how supersenses co-occur. To
give account for relevant associations between
senses, we use PMI (pointwise mutual informa-
tion). Higher PMI values indicate stronger associ-
ation, i.e. a higher conditional probability of one
sense appearing in a sentence given the other, con-
trolled for the frequency of both senses in order
not to overestimate the co-occurrence of frequent
senses.

Table 3 shows the twelve pairs of supersense
with the highest PMI calculated across sentences.
We compare the supersense-wise PMI for three
corpora:

1. Danish extended (DA-EX): The Danish cor-
pus annotated with the extended SSI de-
scribed in Section 3,

2. Danish regular (DA-RG): The Danish cor-
pus from Section 3 with regular supersenses,
where the extended senses have been re-
placed by their subsuming original sense, e.g.
all the occurrences of N.VEHICLE in DA-EX
are N.ARTIFACT in DA-RG,

3. English regular (EN-RG): The English Sem-
Cor (Miller, 1990) with the regular super-
sense annotation.

Some of the associations are prototypical se-
lectional restrictions like V.COMSUMPTION +
N.FOOD. Other associations are topical across
parts of speech, like VERB.COMPETITION and
NOUN.EVENT (‘They won the final’). Finally,
there are associations within a part of speech,
like N.DISEASE and N.BODY, or N.FOOD and
N.CONTAINER. In these associations, one sense
is a strong indicator for the other at the topic level
(diseases are bodily, food is kept somewhere, etc).

In DA-EX we observe that three of the new
nominal senses appear strongly associated with
standard supersenses. These relations are topical
and easy to interpret. The vehicle-substance rela-
tion is the least straightforward one and describes
vehicles and the fuel they use, or the materials they
are built from.

Projecting back to the regular SSI is not equiv-
alent to annotating from scratch with it. Never-
theless, if we examine the top supersense pairs for
DA-RG, we observe that the V.STATIVE sense ap-
pears three times. By ignoring the aspectual differ-



Danish (extended) Danish (regular) English (regular)

v.consumption n.food v.consumption n.food v.consumption n.food
v.contact n.body v.stative n.plant v.weather n.object
n.food n.container† n.person n.animal v.weather n.phenomenon
v.body n.body v.competition n.relation n.plant n.food
n.disease† n.body v.competition v.event n.plant n.animal
v.competition n.event v.change n.substance n.substance n.process
v.motion v.contact n.state n.feeling v.body n.body
v.contact n.artifact v.consumption v.change v.weather n.substance
n.substance n.object v.motion n.object v.emotion n.motive
n.shape n.body v.stative v.consumption n.plant n.tops
n.vehicle† n.substance v.stative n.substance v.contact n.body
v.competition n.relation n.substance n.person n.food n.animal

Table 3: Sense pairs ranked by PMI, bold and underlined described in Section 4.3, † marks new sense.

ence, the tag receives associations with N.PLANT,
V.CONSUMPTION and N.SUBSTANCE. Upon man-
ual examination we deem these relations to be spu-
rious, i.e. caused by the presence of the verb være
(‘be’) somewhere in the sentence, except the re-
lation between V.STATIVE and V.CONSUMPTION,
which is aspectual in nature. The effect on the
distribution of supersenses when projecting back
to the original SSI becomes apparent for the pair
V.COMPETITION + N.RELATION, which becomes
the fourth highest PMI in DA-RG.

The English supersense associations of EN-
RG provide an example on the effect of corpus
choice when annotating. The fairly uncommon
N.PLANT appears in several of the top associa-
tions, which is a sign of plant senses being used
in very restricted contexts in this corpus (biology
and recipes). Moreover, we also find a strong as-
sociation with one of the backoff senses, namely
N.TOPS, which is not desirable.

5 Supersenses across parts of speech

5.1 Nouns

This section describes the extended SSI for nouns.
To the extent that nouns denote entities, they
are very often of focus of interest of ontologies.
To the extent that entities often have physical
denotation—and thus concrete meaning—, they
are the easiest concepts to categorize semantically.
Indeed, many ontologies are largely nominal, cf.
Suchanek et al. (2008) or Wu and Weld (2008).

WordNet lexicographer files were developed
before the consolidation of NER, and named-
entity coverage in wordnets is irregular. If, as

stated in Section 1, NER compatibility is a fa-
vorable side effect of SST, we consider improved
NER compatiblity of the new SSI as a plus.

Even though NER inventories are application
dependent (cf. Nadeau and Sekine (2007) for a
survey), our reference is the de facto standard
CONLL inventory (Tjong Kim Sang and De Meul-
der, 2003), with the labels PERSON, LOCATION

and ORGANIZATION, as well as a MISCELLA-
NEOUS label, needed for full coverage but not
present in e.g. the 7-label inventory of MUC-7
(Chinchor and Robinson, 1997).

Concrete meaning is easier to annotate (Passon-
neau et al., 2009) and can be the easiest to extend
with new senses. As a matter of fact, the con-
crete N.ARTIFACT supersense is the one that yields
more new supersenses in our analysis, namely
N.BUILDING, N.CONTAINER and N.VEHICLE. In
particular, N.BUILDING extends N.ARTIFACT be-
cause artifactual locations, already noted as a se-
mantic type the SIMPLE ontology (Lenci et al.,
2000), like houses and highways are very often
predicated as locations (following locative prepo-
sitions, etc.) instead of having the typical distri-
bution of artifacts, i.e. with the verb use or the
preposition with. Moreover, N.BUILDING maps
better into the Location type of NER. We leave
the potential supersenses for instruments and ma-
chines as parts of N.ARTIFACT and do not specifiy
them even further, because they hold the prototyp-
ical meaning of the supersense.

In spite of the expected higher difficulty of deal-
ing with abstract meaning, we examine two ex-
tensions for the abstract supersense N.COGNITION



yielded by the the ontological type projection from
Section 2, namely N.DOMAIN and N.ABSTRACT.
The supersense N.DOMAIN covers fields of knowl-
edge such as philosophy, but also other disciplines
to cover sense alternations like ‘I enjoyed this
dance’ (N.ACT) vs. ‘I studied dance at the Per-
forming Arts Academy’ (N.DOMAIN). The su-
persense N.ABSTRACT aims at covering concepts
like idea, and as a label for metaphorical usages
of other concrete words like pattern in ‘behavioral
pattern’.

The fairly abstract supersense N.STATE yields
a concrete sense DISEASE, which is much eas-
ier to annotate than its original parent supersense
(cf. Figure 1). Lastly, we extend N.GROUP with
N.INSTITUTION. The original sense does not map
neatly into NER, as the overlap is only partial;
while ministry would fall under the ORGANIZA-
TION type of NER, pack (of rats) and school (of
fish) would not.

5.1.1 Sense-wise evaluation
In this section we evaluate the extended noun su-
persenses according to four properties summa-
rized in Table 4; whether the agreement for a
supersense is high enough (Agr.), whether its
frequency is high enough, whether we iden-
tify relevant associations using PMI (Assc.), and
whether it potentially improves NER compliance
(NER). Moreover, we suggest two new super-
senses, N.LANGUAGE and N.DOCUMENT, indi-
cated in the lower section of Table 4.

The first three properties are obtained from the
metrics in Section 4. We consider agreement to
be high enough when there is at least 51% agree-
ment for a supersense. We consider frequency to
be enough when the sense belongs to the first 28
senses out of 56 (i.e. the first half of the frequency-
ranked SSI). None of the thresholds are particu-
larly high, but we consider a noun supersense as a
candidate for inclusion in the final SSI if two of the
four properties are satisfied. In other words, none
of the criteria are necessary, but fulfilling two of
them is sufficient.

We observe most of the new senses fulfill at
least two of the criteria, with the exception of
N.DOMAIN, which fulfills none. Thus, we do not
endorse using the N.DOMAIN supersense and still
use N.COGNITION for fields of knowledge. Never-
theless, the N.ABSTRACT sense seems a valuable
extension because it satisfies the agreement and
frequency criterion.

New supersense Agr. Freq. Assc. NER

ABSTRACT x x
BUILDING x x
CONTAINER x x
DISEASE x x
DOMAIN

INSTITUTION x x x
VEHICLE x x

LANGUAGE –
DOCUMENT – x x

Table 4: Inclusion criteria for new noun senses.

The strongest nominal candidate for inclusion is
N.INSTITUTION, which satisfies the first two ini-
tial criteria, plus improves NER compatibility.

During the annotation task, we observed
that a large amount of examples of the stan-
dard N.COMMUNICATION supersense were doc-
ument names, movie titles, and so on. One
of the authors of this article reviewed all the
N.COMMUNICATION spans and classified them
in three categories, two of them mapped from
the EWN top ontology, N.DOCUMENT and
N.LANGUAGE, and a third back-off category
for N.COMMUNICATION. Notice how, in spite
of having spawned three senses (N.CONTAINER,
N.VEHICLE and N.BUILDING), N.ARTIFACT is
still a very frequent supersense.

The document-language distinction is a high-
level type in the SIMPLE ontology (Lenci et al.,
2000). Note that these two new communication
subsenses do not solve the artifact-information
ambiguity commonly found in lexical semantics
(Pustejovsky, 1991). While N.LANGUAGE has
more often an eventual reading (e.g. conversa-
tion, remark), N.DOCUMENT refers more often to
works and other entities with a non-temporal de-
notation. We also use N.LANGUAGE for the met-
alinguistic usage of words (e.g. ‘The word drizzle
sounds funny’). This re-annotation produces ex-
amples like the following:

H. C. Andersen er jo verdensberømt , fordi
hans forfatterskab/N.DOCUMENT er blevet
oversat til alle sprog/N.LANGUAGE .

H. C. Andersen is world famous, because his
writing has been translated to all languages.

Out of the 1513 N.COMMUNICATION cases,
360 fall under N.LANGUAGE and 928 under



N.DOCUMENT, and the remaining were left with
the original label. Out of the 929 N.DOCUMENT

spans, 382 are named entities, where 248 are +2
tokens in length. This metric aims at justifying
having document as an NER label, where span
identification is as relevant as proper labeling.

We believe the frequency of document-name
named entities makes a good case for consider-
ing the N.DOCUMENT class as an addition to the
SSI and to NER. However, we do not find enough
support to recommend a N.LANGUAGE supersense
and prefer using the original N.COMMUNICATION

instead.

5.2 Verbs

Verbs are central to the theory of lexical seman-
tics, yet their semantic characterization has been
closer to the syntax-semantics interface (Levin,
1993; Kipper et al., 2000; Kipper et al., 2006).
In this aspect, the wordnet SSI for verbs is very
different, e.g. verbs like jump or displace are of
the V.MOTION, even though their argument struc-
tures are very different. Nevertheless, verbal sense
alternations are often associated with different ar-
gument structures (Grimshaw, 1990).

The V.CHANGE supersense is populated with
semantically disparate categories and is very diffi-
cult to annotate, even though it is a very frequent
sense, both in terms of annotated words and of
synsets adscribed to it. According to Fellbaum
(1990), ‘the concept of change is flexible enough
to accomodate verbs whose semantic description
mathen them unfit for any other semantically
coherent group’. In other words, the rummage
box category for verbs is actually the majority
class. Indeed, an expansion of change into its
subsenses of CHANGE-VARY, CHANGE-STATE,
CHANGE-REVERSAL, CHANGE-INTEGRITY,
CHANGE-SHAPE and CHANGE-ADAPT could
potentially make the supersense more useful, if
one is willing to incur the cost of annotating with
five more labels.

The V.PHENOMENON supersense extends
V.CHANGE by delimiting events that have no
agency and are not weather-related, such as
happen, or occur. WordNet shows a systematic
ambiguity between V.STATIVE and V.CHANGE for
aspectual readings of verbs, and we also propose
V.ASPECTUAL for constructions like ‘start the
engine’ or ‘begin to hope’.

We evaluate verb sense using the criteria we
used for nouns in Section 5.1, but discarding NER
compliance, which does not apply to verbs. Table
5 shows the criteria for verbs.

New supersense Agr. Freq. Assc.

ASPECTUAL x x
PHENOMENON x x

Table 5: Inclusion criteria for new verb senses.

Both new verbal supersenses satisfy two out of
three of the criteria, and we can consider them can-
didates for the SSI extension. We leave it for fur-
ther discussion whether aspectual verb reading de-
serves a full-fledged supersense or should be used
as a satellite tag (cf. Section 5.4).

5.3 Adjectives

SST as defined by Ciaramita and Johnson (2003)
only labels nouns and verbs. Adjectives have re-
ceived much less attention than nouns and verbs,
arguably because of the inherent difficulty of their
analysis, cf. Boleda et al. (2012) for a survey on
adjective classifications. In addition to the theoret-
ical complications, adjectives are not regarded as
core elements of meaning when building applica-
tions. For instance, in WordNet 3.0 there are 82k
synsets for nouns, 14k for verbs, 18k for adjec-
tives and 4k for adverbs. However, the base con-
cepts from EWN (Vossen et al., 1998), with 4,869
synsets in total, hold 37 adjectives in contrast to
3,210 nouns and 1,442 verbs.

Moreover, the supersense-synset relation is hy-
ponimic, but adjectives in WordNet are not taxo-
nomically organized (Gross and Miller, 1990). For
instance, there is no way to retrieve that ashamed
and exasperated are emotional in nature (Tsvetkov
et al., 2014b).

The meaning plasticity of adjectives makes it
also hard to determine whether adjectives hold
any meaning onto themselves, or their meaning is
an emergent property of the relation they estab-
lish with the noun they complement. Murphy and
Andrew (1993) consider adjectives monosemous
elements that define their sense when predicated
alongside nouns. Under this light, supersense ad-
jectives would be superflous if adjective meaning
is an epiphenomenon of noun meaning.

However, insofar adjectives can help dis-
ambiguate nominal polysemy (Tsvetkov et al.,



2014a), and have different listed synsets, we ad-
vocate for providing a set of supersenses for
adjectives. This addition makes therefore SST
truly all-words for the three main lexical parts of
speech. Adjective classifications into supersenses
or coarse classes do exist, notably in GermaNet
(Hamp and Feldweg, 1997), which Tsvetkov et al.
(2014b) apply to English.

When applying the projection method from
Section 2, we extend A.ALL with A.MENTAL,
A.PHYS, A.SOCIAL and A.TIME. These super-
senses do not distinguish descriptive (i.e. exten-
sional) from reference-modifying (intensional) ad-
jectives, e.g. former is A.TIME while imaginary is
A.MENTAL. These senses do not distinguish rela-
tional adjectives either, to the extent that ecologic
and one of the senses of green should fall under
the same supersense.

The new adjective SSI cannot be evaluated in
the samme manner as nouns. The adjective SSI
is much smaller, and the agreement and frequency
metrics can be misleadingly positive. Indeed, all
adjective supersenses satisfy the agreement and
frequency criteria specified in Section 5.1.1.

However, A.ALL is the most frequent super-
sense for adjectives, and it covers 40% of the an-
notated adjectives. This proportion is too large,
and indicates the sense inventory needs to be fur-
ther specified in order to minimize how many to-
kens get assigned the backoff sense.

Many of the adjectives under A.ALL are
function-appraisal related, such as god (‘good’),
bedre (better’), stor (‘large’ as in ‘grand’), vigtig
(‘important’). While polarity is an important prop-
erty of adjectives (Chesley et al., 2006), we do
not consider it a desirable trait for supersenses,
which are more oriented towards conveying sense
denotation that connotation. Hence, we suggest
a new supersense A.FUNCTION to give account
for function-related senses, what in the terminol-
ogy of Pustejovsky (1991) would be the telic role.
We observe that the ALLGEMEIN (‘general’) cat-
egory of GermaNet and Tsvetkov et al’s MISCEL-
LANEOUS hold similar senses.

5.4 Satellites

When annotating nouns in Section 3, we anno-
tate continuous NER-like spans. But verb-headed
multiwords pose a challenge because they are not
necessarily continuous, and pose attested chal-
lenges for their annotation and automatic recogni-

tion (Hoppermann and Hinrichs, 2014; Baldwin,
2005b; Baldwin, 2005a).

We use three satellite tags; S.COLLOCATION,
S.PARTICLE and S.REFLPRON (for reflexive pro-
nouns). While the particle distinction is more rel-
evant for satellite-framed languages (Talmy, 1985)
like Germanic languages, light-verb constructions
are pervasive in many languages, also character-
istically verb-framed languages like Spanish or
French, where we find verb-headed multiwords
like llevar a cabo (lit. ‘take to ending’, ‘carry out’)
or avoir l’air (lit. ‘to have the air’, ‘seem’), re-
spectively. A similar approach has been used by
Schneider and Smith (2015).

The intention of these tags is to help isolate
the head of a verb-headed multiword. We assign
the sense label to the syntactic head, even though
a light verb construction would be arguably best
headed by its introduced noun. In this manner,
gøre grin af (‘make fun of’) would be labeled as
gøre/V.COMMUNICATION grin/S.COLLOCATION

af /S.COLLOCATION’, and we thus avoid giving
gøre (‘make’) the V.CREATION sense.

6 Conclusions and further work

We suggest an extension of the SSI for the three
main lexical parts of speech. We obtain new su-
persenses using a mapping from ontological types,
and evaluating their distribution after an evalua-
tion task. Most of the new suggested senses sat-
isfy the inclusion criteria we determine. In partic-
ular, we advocate for an inclusion of the senses
N.DOCUMENT and N.INSTITUTION, which im-
prove NER compatibility.

The extension method can be applied to any
wordnet where the synsets are associated to EWN
ontological types. Nevertheless, the inclusion cri-
teria might change when dealing with different
languages or corpus types. Moreover, the SSI pro-
posed in this article can be applied retroactively to
any EWN-aligned synset-annotated corpus.

With regards to adjectives, the backoff A.ALL

category still constitutes 40% of the annotated ad-
jectives. In future work, we consider including
senses from the GermaNet inventory, and exper-
imenting with data-driven approaches to infer lex-
ical categories for adjectives by means of their
relations to other words in wordnets, following
the work of Alonge et al. (2000), Mendes (2006),
Nimb and Pedersen (2012) and corpus-based ap-
proaches like Lapata (2001).
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2009. An empirical study on class-based word sense
disambiguation. In Proceedings of the 12th Confer-
ence of the European Chapter of the Association for
Computational Linguistics, pages 389–397. Associ-
ation for Computational Linguistics.

Anders Johannsen, Dirk Hovy, Héctor Martı́nez, Bar-
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