LaTeCH-CLfL 2025

9th Joint SIGHUM Workshop on Computational Linguistics
for Cultural Heritage, Social Sciences, Humanities and
Literature

Proceedings of the Workshop

May 4, 2025



The LaTeCH-CLfL organizers gratefully acknowledge the support from the fol-
lowing sponsors.

iDeal

aFR 1102

ii



©2025 Association for Computational Linguistics

Order copies of this and other ACL proceedings from:

Association for Computational Linguistics (ACL)
317 Sidney Baker St. S

Suite 400 - 134

Kerrville, TX 78028

USA

Tel: +1-855-225-1962

acl@aclweb.org

ISBN 979-8-89176-241-1

iii



Introduction

Welcome to the 2025 edition of LaTeCH-CLfL! Whether you are coming back or joining us for the first
time, we are delighted to have you here. This workshop, with a history of nearly two decades, continues
to serve as home for a wide spectrum of discussions. This year is no exception, with a lineup of topics
that span the intersection of language technology, computational linguistics and the broadly conceived
humanities.

This year, in line with the general trend in computational linguistics, we see a central focus on using
large language models, with innovative approaches to literary analysis and cultural studies. Papers in this
area include evaluating LLM-prompting for sequence labeling in computational literary studies, using
LLMs for detecting linguistic variation in Russian media, and exploring zero-shot learning for named
entity recognition in historical texts. These contributions demonstrate adaptations of cutting-edge Al
technologies to address classic questions in sociolinguistics and in the Humanities.

Historical language processing remains a central area of research, with papers addressing the challen-
ges of working with historical texts and low-resource languages. Contributions in this category include
matching entries in historical Swedish encyclopedias, preserving Comorian linguistic heritage through
bidirectional transliteration, recovering Egyptian hieroglyphs with next-word prediction language mo-
dels, and adapting multilingual embedding models to historical Luxembourgish. These papers represent
the ongoing effort to extend computational methods to underrepresented languages and historical docu-
ments.

Sociopolitical text analysis has also grown in importance, with several papers examining prominent so-
cial topics such as bias, propaganda and hate speech. These include works on automated media bias
detection, unveiling propagandistic strategies during the Russo-Ukrainian War, detecting gender bias
in lyrics, and improving hate speech classification through cross-taxonomy dataset integration. These
contributions utilize computational linguistics to observe symptoms of social issues, but also help en-
hance our understanding of how language shapes public discourse. This year’s edition also features more
innovative approaches that move beyond the classic context of sociolinguistic, such as quantitative ap-
proaches to psychological modeling, conversational Al interviewing techniques, and studies on smalltalk
identification in natural conversations that reveal both psychological and social dynamics.

Finally, the computational analysis of literary texts remains a fascinating frontier. This year’s papers
tackle high-level topics such as scene segmentation in literary texts, relationships in fiction, poetry ge-
neration, and the dynamics of the canon — using quantitative and cutting-edge perspectives to model
complex literary dynamics.

Overall, we keep seeing the growing convergence of large-scale quantitative models with deep scho-
larly traditions, creating a frame where cutting edge technology broadens our understanding of human
language and (human, for now) culture.

There is something for everyone, all things considered. But do keep an open mind and read all papers, if
you have the time. You will be glad you did.

Do not forget to visit our Web site HERE — and check out past workshops too.

It goes without saying that whatever success our workshop enjoys is due to the authors (thank you for
staying with us or for trusting us the first time), and without question to the reviewers. A special shout-out
to our wonderful program committee!

Yuri, Stefania, Anna, Janis, Diego, Stan
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Keynote Talk
Computational Humanities as Cultural Seismography

Tom Lippincott
Johns Hopkins University

Abstract: How do we move between machine learning and humanistic inquiry without losing our ba-
lance? There’s no single right answer, but in this talk I’ll enumerate a handful of principles that have
emerged as useful guidelines for my group, and how they connect to several ongoing projects in computa-
tional cultural studies. These principles include a strong dispreference for pretrained LLMs, an emphasis
on deep cross-training, and research considerations closely tied to cognitive science. Beyond the speci-
fics, I hope the talk will be a useful example for junior researchers who are beginning to characterize
their own agenda and communicate with potential stakeholders across engineering and the humanities.

Bio:

We are delighted to welcome Tom Lippincott as our invited speaker at the LaTeCH-CLfL workshop.
Tom is an Associate Research Professor at Johns Hopkins University, where he also serves as Director
of Digital Humanities with a primary appointment in the Alexander Grass Humanities Institute. His
work bridges the gap between machine learning and the humanities, bringing advanced computational
techniques—particularly deep neural architectures—into dialogue with scholarship in literature, history,
and archaeology.

Tom holds secondary appointments in the Department of Computer Science and the Center for Language
and Speech Processing, and the Data Science and Al Institute. Before joining Johns Hopkins, he was re-
search faculty at Columbia University’s Center for Computational Learning Systems, following doctoral
work at the University of Cambridge and undergraduate studies in Philosophy and Computer Science at
the University of Chicago.

His current research focuses on the development of machine learning models, tools, and practices that
can reinforce, expand, or challenge received understanding of human culture activities. He has published
influential work on authorship attribution and stylistic analysis, including computational investigations
into the Pauline epistles and the Documentary Hypothesis of the Hebrew Bible. Earlier in his career,
Tom contributed to unsupervised learning of morphology and syntax, including work that received a
Best Paper award at COLING 2016.

In addition to his work on Bayesian modeling and domain variation in scientific literature, Tom has also
made significant contributions to social media analysis, language identification, and the development of
resources for low-resource languages.

With his deep interdisciplinary expertise and commitment to building bridges between computational
methods and humanistic inquiry, Tom brings a unique perspective to our workshop.
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Matching and Linking Entries in Historical Swedish Encyclopedias

Simon Borjesson®, Erik Ersmark”, Pierre Nugues
Lund University
Lund, Sweden
{si7405bo-s, er5612er-s}@student.lu.se, pierre.nugues@cs.lth.se

Abstract

The Nordisk familjebok is a Swedish encyclo-
pedia from the 19th and 20th centuries. It was
written by a team of experts and aimed to be an
intellectual reference, stressing precision and
accuracy. This encyclopedia had four main edi-
tions remarkable by their size, ranging from 20
to 38 volumes. As a consequence, the Nordisk
familjebok had a considerable influence in uni-
versities, schools, the media, and society over-
all. As new editions were released, the selec-
tion of entries and their content evolved, reflect-
ing intellectual changes in Sweden.

In this paper, we used digitized versions from
Project Runeberg. We first resegmented the raw
text into entries and matched pairs of entries be-
tween the first and second editions using seman-
tic sentence embeddings. We then extracted
the geographical entries from both editions us-
ing a transformer-based classifier and linked
them to Wikidata. This enabled us to identify
geographic trends and possible shifts between
the first and second editions, written between
1876-1899 and 1904-1926, respectively.

Interpreting the results, we observe a small but
significant shift in geographic focus away from
Europe and towards North America, Africa,
Asia, Australia, and northern Scandinavia from
the first to the second edition, confirming the
influence of the First World War and the rise of
new powers. The code and data are available
on GitHub at https://github.com/sibbo/
nordisk-familjebok.

1 Introduction

Encyclopedias are semi-structured, information-
rich bodies of knowledge. In the field of knowledge
extraction, their organization into articles with a
headword makes them easier to process.

Before the advent of the internet, major ency-
clopedias like the Encyclopedia Britannica, Brock-

“Equal contribution

1

haus Enzyklopddie, and Nordisk familjebok regu-
larly released new printed editions for decades or
even centuries. Largely written by academics and
experts, each edition reflects the knowledge base of
the educated class in their respective region at that
time. Through digitization efforts, many of these
editions are available online.

The Nordisk familjebok is widely recognized as
the most comprehensive and influential Swedish en-
cyclopedia (Aronsson, 2003; Simonsen, 2016). The
encyclopedia was published in four main editions
between 1876 and 1993, with over 100 volumes
and several hundred thousand articles. Starting in
2003, volunteers at Project Runeberg' scanned the
paper volumes, applied an optical character recog-
nition (OCR) to the images, and proofread a part
of the entries.

Linking entries between editions to identify
shared, added, and removed articles can indicate
changes in the perception of information value or
importance due to, e.g., world events or new tech-
nologies. One way of looking at this is the ge-
ographical spread of entries, i.e., if locations in
some countries receive more or less attention over
time. Linking entries to a graph database like Wiki-
data, which has coordinates listed for most entities
tied to a location, can help highlight these trends.

The main contributions of our paper are:

1. We scraped and segmented the first and sec-
ond editions of the Nordisk familjebok OCRed
by Project Runeberg;

2. We classified the segmented entries to identify
the locations and cross-references;

3. We matched pairs of entries between the two
editions (first and second);

4. We linked entries from both editions to unique
Wikidata identifiers;

"https://runeberg.org/nf/

Proceedings of LaTeCH-CLfL 2025, pages 1-10
May 4, 2025 ©2025 Association for Computational Linguistics


https://github.com/sibbo/nordisk-familjebok
https://github.com/sibbo/nordisk-familjebok
https://runeberg.org/nf/

5. We provide a brief interpretation of the
changes in geographic focus from the first
to the second edition.

Our code is available on GitHub: https://
github.com/sibbo/nordisk-familjebok.

2 Previous Work

This work addresses three main problems: classi-
fying entries, matching them across editions, and
linking each entry to its counterpart in a knowl-
edge graph like Wikidata. We outline relevant tech-
niques and review previous work. Many of them
use models trained on English. We also describe
models specific to Swedish.

2.1 Categorizing Entries

In this work, we only considered entries describ-
ing a location. We extracted these entries using
a supervised text categorization technique. Lewis
etal. (2004) is an early example of such a technique
with a large corpus, where the authors describe the
annotation of one million newswires and baseline
techniques to classify them.

CLD3? is a compact model created for language
classification. It uses character n-grams as input to
train a two-layer neural network model. Beyond
language detection, CLD3 can be applied to other
text classification tasks.

The transformer architecture (Vaswani et al.,
2017) with the BERT encoder component (Devlin
et al., 2019) reported state-of-the-art performances
in the GLUE benchmark (Wang et al., 2018) for
classification tasks. Through language model pre-
training, BERT achieves an impressive understand-
ing of language, enabling it to grasp complex se-
mantic and contextual nuances. It thus decreases
the necessary amount of annotated samples to reach
high classification scores.

2.2 Matching Entries

Text matching refers to the quantification of the se-
mantic similarity of a pair of documents, here ency-
clopedia entries. Applications of text matching in-
clude information retrieval and question answering.
The TF-IDF document vectorization (Spérck Jones,
1972) is a baseline technique for representing doc-
uments, and the cosine similarity of two document
vectors is a standard measure for evaluating their
relatedness.

2https://github.com/google/cld3

Dense vector representations of sentences or doc-
uments (Cordier, 1965) have proven to be better
than sparse ones such as TF-IDF to encapsulate
their semantics. Reimers and Gurevych (2019)
showed they could train transformer models from
pairs of similar sentences and embed them in the
form of dense vectors reflecting their semantic
proximity.

In our setup, we want to match pairs of corre-
sponding articles between editions, which requires
comparing similarity scores of embeddings. In the
context of the Nordisk familjebok, the brute force
method of comparing each article in one edition to
all articles in the other quickly becomes unmanage-
able. With more than 100,000 articles per edition,
this results in over 10'° comparisons.

Vector databases allow for much faster com-
parisons through efficient storage and indexing of
vectors, employing algorithms like the hierarchi-
cal navigable small world algorithm and R-trees
(Kukreja et al., 2023). Vector databases can use
SBERT models to vectorize the documents or more
elaborate algorithms such as those of Xiao et al.
(2024), Meng et al. (2024), or Lee et al. (2024).

2.3 Adapting Models to Swedish

KB-BERT (Malmsten et al., 2020) is one of the
Swedish BERT models developed at Kungliga bib-
lioteket (KB), the National Library of Sweden. It
is trained on a corpus of Swedish texts created
between 1940-2019, including newspapers, gov-
ernment publications, e-books, social media posts,
Swedish Wikipedia, and more. Using a teacher-
student model with KB-BERT as the student model,
they also created a Swedish sentence transformer,
KB-SBERT v2.0 (Rekathati, 2023).

2.4 Linking Entries

Wikidata is a free online knowledge graph con-
taining over 115 million items at the time of this
study>. Each item has a unique QID and a number
of property-value pairs that describe it. For ex-
ample, Sweden’s capital, Stockholm, has the QID
Q1754, and its properties include P625, describing
its coordinate location.

A few works have explored the task of linking
named entities to Wikidata. Shanaz and Ragel
(2021) linked persons mentioned in newspapers,
and Nugues (2022) linked location entries from the
French dictionary Petit Larousse illustré to their

3https://www.wikidata.org/wiki/Special:
Statistics
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corresponding coordinates in Wikidata. Ahlin et al.
(2024) undertook a similar task to this study, link-
ing location entries from the second edition of the
Nordisk familjebok to Wikidata.

3 Preprocessing

Project Runeberg is an online archive of old Scan-
dinavian literature (Aronsson, 2023). This archive
provides complete digital facsimiles and OCR texts
of the first, second, and fourth editions of the
Nordisk familjebok, and parts of the third. Vol-
unteers have carried out a manual proofreading
on the vast majority of the OCR texts of the first
edition, and parts of the second edition, as well
as creating a currently incomplete index over the
entry headwords on each page.

3.1 Scraping

We scraped the web pages of the first and second
editions of the Nordisk familjebok on the Project
Runeberg website, with the exception of the sup-
plements. We parsed the HTML pages so that we
could extract the index of entries on each page, ex-
tracted the raw OCR text, and finally removed or
replaced most HTML tags and uncommon Unicode
characters.

3.2 Segmenting

The segmentation of the raw scraped text revealed
a complex problem. While the entry headwords
in the physical copies of the Nordisk familjebok
are always in bold characters, there is often no
corresponding markup in the digitized text from
Project Runeberg, probably due to a rudimentary
OCR conversion. This is especially true for the
second edition, which at the time of this study had
undergone less proofreading than the first edition.
To deal with this, we devised a three-step approach:

1. Bold matching: If the paragraph begins with
a bold tag, it is an entry.

2. Index matching: Else, if the paragraph does
not begin with a bold tag but starts with a
headword present in the index, it is an entry.

3. Entry classification: Otherwise, utilize a bi-
nary classifier model for entry classification.

Following Ahlin et al. (2024), who observed that
excessively long texts negatively impacted the per-
formance of their location classifier, we truncated
entry texts to a maximum of 200 characters.

Some entries have numbered subentries under
the same headword. This is notably the case with
entries for noble lineages and royal houses, contain-
ing a list of people under the same family name, as
for instance the Leijonhufvud* and Natt och Dag’
families. For sake of simplicity, we did not consider
subentries in this paper.

3.2.1 Bold Matching

We applied the rule that a paragraph is an entry if it
begins with an HTML bold tag, <b>. The headword
is chosen as the text between the opening bold tag
<b> and the closing bold tag </b>, removing any
trailing punctuation.

3.2.2 Index Matching

The index contains the headwords of all entries on
a page. They are manually added by proof-readers,
which invariably gives rise to human errors. This,
together with OCR errors, makes strict character
comparisons of index words and entry texts imprac-
tical.

We utilized the Levenshtein distance (Leven-
shtein, 1966) to match the index words to the raw
text. We found that many of these index words
were too long for absolute edit distance to fairly
represent the similarity of these words. Therefore,
we extended the Levenshtein distance metric to be
relative to word length and, through manual testing,
set a match threshold of 0.15.

With these prerequisites, the method greedily
attempts to match the longest index word to a sub-
string of the same character length, starting at the
beginning of the paragraph. In the event of a match,
the index word is chosen as the entry headword.

3.2.3 Entry Classification

We created an entry classifier from a reimplementa-
tion of Google’s CLD3 architecture. This provided
us a foundation for a general classification model
that is well-suited for exploiting small semantic
details in the texts.

Paragraphs in the scraped text that were indeed
articles often contained distinctive features, such
as punctuation and different types of parentheses.
Therefore, we determined that a logistic head, in-
stead of a two-layer network, would suffice for
entry classification.

To create a training set, we leveraged the struc-
ture of the encyclopedias. Given that a paragraph

4ht’cps: //runeberg.org/nfai/0520.html
Shttps://runeberg.org/nfbs/0318.html
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Figure 1: Overview of the pipeline.

beginning with a bold tag is almost certainly a valid
entry, we used these paragraphs as ground truth for
entries, removing bold tags in the process. Addi-
tionally, we used the fact that an encyclopedia is
alphabetically ordered to find ground truth for non-
entries. For example, in a volume, where all entries
begin with the letter K, a paragraph starting with
any other capital letter is a non-entry.

3.3 Cross-references

Many entries in the Nordisk familjebok are cross-
references, entries that refer to another entry and
provide little to no information on their own, e.g.:

Nervtumor. Se Nervsjukdomar.
“Nerve tumor. See Neurological disor-
der”

For the goals of the study, cross-references pro-
vided no value. Therefore, we developed a rule to
annotate an entry as a cross-reference if the text
was shorter than 60 characters and contained the
substring _Se “See”. We then extracted the word
after _Se and matched this word to an entry with
that exact headword. Some cross-references are
longer than 60 characters, but these entries usually
provide some information on their own, so we left
them as is.

4 Method

Figure 1 shows the processing pipeline consisting
of scraping, segmenting, linking cross-references,
location classification, edition linking, Wikidata
linking, and data visualization.

We described the preprocessing modules, scrap-
ing, segmenting and linking cross-references in
Section 3. In this section, we describe the rest of
the architecture.

4.1 Location Classifier

To determine the location entries, we trained a bi-
nary classifier. We manually annotated 200 en-
tries to create a training set of locations and non-
locations. We used KB-BERT to tokenize the entry

texts and encode them as in Ahlin et al. (2024). We
then fitted a logistic regression to the hidden states
of the [CLS] token.

4.2 Matching Pairs of Entries

We matched the location entries of the first and
second editions. We created sentence embeddings
of the entries with the KB-SBERT model and used
a Qdrant vector database® to store them. We then
calculated the closest match using cosine similar-
ity. For an entry from the first edition, we finally
obtained a list of ranked candidates from the sec-
ond. We used a greedy strategy and kept the first
candidate.

Since always using the closest match leads to
many false positives, especially for entries that only
exist in one of the editions, we used a cosine sim-
ilarity threshold value of 0.9 that maximized the
F1 score on a manually annotated dataset of 200
entries.

This resulted in a list of matching pairs in the
first and second editions of the Nordisk familjebok
as well as lists of removed and added entries.

4.3 Wikidata Linking

We linked entries marked as locations to Wikidata
items and retrieved their geographical coordinates.
This consisted of two steps: querying Wikidata and
linking texts.

4.3.1 Querying Wikidata

We queried the Wikidata API’ with the entry head-
words and chose the first five results. For each
Wikidata item, we retrieved the first 200 charac-
ters of the corresponding Swedish Wikipedia arti-
cle if available®. Otherwise, we used the Swedish
Wikidata description. We designed our program
to prefer Wikipedia texts, assuming that the more

6https://qdrant.tech/

7https://www.wikidata.or‘g/w/api.php

8Using the Wikipedia APL https://sv.wikipedia.
org/w/api.php
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encyclopedic Wikipedia text would better match
the entry texts.

4.3.2 Linking Texts

We encoded the segmented entry text and the re-
trieved texts of each Wikidata item with the KB-
SBERT model, and we compared the encyclopedia
entry to each item to find the highest cosine sim-
ilarity score. Due to the limited search space of
five items, we extended the method with a match-
ing threshold, chosen through evaluation on two
test sets consisting of 25 random locations from
each edition, respectively. We achieved the best F1
scores with a threshold of 0.6.

Lastly, we retrieved the QID and the geographi-
cal coordinates using the coordinate location prop-
erty (P625) of the best match that passed the thresh-
old.

5 Results and Evaluation

Table 3 shows the precision and recall scores of
all parts of the pipeline where applicable. Most
precision and recall scores were acquired by eval-
uating validation sets of 25, 50 or 100 random
entries either in the encyclopedias or in the JSON
files. These validation sets should give a general
idea of the performance of each part. Nonetheless,
their size is relatively small and larger sets would
certainly improve their reliability and statistical
significance.

5.1 Segmenter

In Table 1, we can see that the second edition has
roughly double the number of entries compared to
the first one. The number of matches we obtained
with the index and classifier strategies is very low in
the first edition, since it has been proofread almost
completely.

Christensson (2005) estimates the number of en-
tries in the first edition to 103,000. The disparity
between this and our 84,534 entries is likely due to
not segmenting supplemental volumes.

Ahlin et al. (2024) report the extraction of
130,383 entries when segmenting the second

Ed. Entries Bold Index Classifier
15 84,534 977% 2.14% 0.17%
ond 150,340 76.0% 11.5% 12.5%

Table 1: The total number of entries segmented for both
editions, and the proportion of entries segmented using
each of the three strategies.

edition, while Simonsen (2016) estimates over
182,000 headwords. Both included supplemental
volumes, which we chose to exclude, but like us,
they also omitted subentries. We believe the differ-
ence from the former is due to using index match-
ing and a binary classifier for entries without bold
tags, and the discrepancy from the latter again is
mainly due to not segmenting the supplemental
volumes.

In combination with the recall and precision
scores for segmenting in Table 3, we can be rela-
tively certain that these numbers are good estimates
for the total number of entries in the encyclopedias,
excluding subentries and supplemental volumes.

5.2 Cross-references

Table 3 shows the performance of linking cross-
references to their referenced entry. The method
was quite simple, and gave rise to some errors, most
notably linking the cross-reference to an incorrect
entry with the same headword. For example, in
the second edition, Bajesid is listed as an alternate
spelling of a lineage of sultans in the Ottoman Em-
pire:

Bajesid, turkiska sultaner. Se Bajasid.
“Bajesid, Turkish sultans. See Bajasid.”

However, when trying to find the referenced en-
try Bajasid, another cross-reference for the city of
the same name is matched:

Bajasid, stad. Se Bajaset.
“Bajasid, city. See Bajaset.”

This is because the first entry with an exact head-
word match is chosen. For the purpose of removing
redundant entries, we believe the performance of
our method is satisfactory, but it could probably be
improved by using a named entity recognizer.

5.3 Location Classifier

In Table 2, the ratio of locations in both editions
is very similar, and the ratio in the second edition
is almost identical to that of Ahlin et al. (2024)

Ed. Entries Locations Proportion
15t 84,534 18,932 22.4%
2nd 150,340 32,378 21.6%

Table 2: The total number of entries segmented for both
editions, the number of entries classified as locations,
and the corresponding proportions.



First edition Second edition

Method Precision Recall Fl-score Precision Recall Fl-score
Segmenter, weighted mean® | ~1.0 1.0 1.0 0.99 0.94 0.96

Bold matching® 1.0 1.0 1.0 1.0 1.0 1.0

Index matching® 0.96 - - 0.94 - -

Entry classifier* 0.95 0.95 0.95 * * *
Cross-references? 1.0 0.85 0.92 1.0 0.75 0.86
Location classifier! 0.84 0.96 0.90 0.92 0.92 0.92
Entry matching* 0.85 0.83 0.83 * * *

Baseline: headword match® | 0.74 0.81 0.76 * * *
Wikidata linking

QID match" 0.40 0.52 0.45 0.48 0.16 0.24

Within 25 km* 0.76 0.64 0.69 0.84 0.40 0.54

125 entries used, 2 50 entries used, 3 100 entries used, * Used respective training/test data, ’-’ : The metric was not

applicable, **’ : The values are the same for both editions.

Table 3: Performance metrics of the pipeline for both editions

First edition - Distribution of locations by continent Second edition - Distribution of locations by continent

Africa (2.3%)

Asia (5.4%)

Europe (83.4%)
North America (6.0%)
Oceania (0.8%)
South America (2.0%)

Africa (3.2%)

Asia (6.3%)

Europe (76.1%)

North America (10.3%)
Oceania (1.9%)

South America (2.3%)

(a) Distribution of locations by continent in the first edition. (b) Distribution of locations by continent in the second edition.
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(c) The top five countries with the largest percentage unit increase (blue), top five countries with the largest percentage
unit decrease (red), in location counts from the first edition to the second edition.

Figure 2: Location-related statistics from both editions.



Locations in the first and second editions

.+ First edition (blue)
"r*x_-\;}\- Second edition (red)

Figure 3: Geographic distribution of locations in both editions.

(21.7%), which is expected since the same method
was used.

Table 3 shows the F1 scores of the location clas-
sifier for both editions. We can see that they match
or surpass 0.9, which is notable considering the
KB-BERT model was not fine-tuned for this task.

5.4 Matching Entries

The performance metrics presented in Table 3
demonstrate that our matching approach performs
better than the baseline model (headword match)
across all metrics, albeit not significantly. We had
anticipated a more pronounced performance im-
provement from the more advanced KB-SBERT
model compared to the simple baseline model.

By examining matched sentences, it becomes
apparent why certain errors occur. For instance,
our method erroneously matched the following two
entries, Aker and Asenhoga:

Aker. 1. Socken i Jonkopings liin, Ostbo
hirad. Areal 15,842 har. 1,798 innev.
(1892). A. bildar med...

“Aker. 1. Parish in Jonkoping county,
Ostbo hundred. Acreage 15,842 ha.
1,798 res. (1892). A. forms with...”

and

Asenhi)'ga, socken i Jonkopings ldn, Mo
héirad. 12,960 har. 1,257 inv. (1921). A.
bildar med...

“fisenhb’ga, estate in Jonkoping county,
Mo hundred. 12,960 ha. 1,257 res.
(1921). A. forms with...”

These entries exhibit strikingly similar semantic
structures, with comparable word sets, order, and
article topic. Scenarios like these are understand-
ably difficult, and frequently occur in the corpus.

5.5 Wikidata Linking

When linking an entry to Wikidata, the best cosine
similarity match was often not with the correct
entity, but with a place or object not very far away,
usually within only a few kilometers. A common
error was matching a socken, an old Swedish term
for a church parish, to a nearby city, municipality,
or building with the same or a very similar name.
For example,

Oved, socken i Malméhus liin...
“Oved, parish in Malméhus county...”

was linked to Ovedsklosters slott, a castle within
the borders of the parish.

It is difficult to understand why this match
yielded the highest cosine similarity score, but such
linking errors make little difference on a global
scale. Therefore, we created a metric to check if
the matched Wikidata entity was within 25 kilome-
ters of the correct coordinates. Although this metric
significantly improved performance for both edi-
tions, especially the second, the results in Table 3
remain quite poor. Even though only about half
of all locations in the encyclopedias were linked
within 25 km of their correct coordinates, it seems
reasonable to assume that the overall distribution
of locations remains roughly the same.



In Figure 2, we see a slight shift in focus away
from large European countries like France, Ger-
many, and Italy, towards primarily North America,
Australia, Norway, and Sweden. We provide a brief
interpretation of this in Section 6.2.

Another source of error stems from the limited
search space we set to reduce computation time,
which occasionally caused the program to miss the
correct Wikidata item.

The search functionality in Wikidata can be un-
reliable, especially for uncommon entries. For in-
stance, finding the Russian location Migulinskaya
required using Cyrillic characters. Additionally,
Sweden introduced a spelling reform around the
turn of the 19th century. Among the changes was
replacing the letter ¢ with k£ in most words (Pet-
tersson, 2005). For example, Qvenneberga in the
first edition became Kvenneberga in the second
one. Such small spelling changes can be crucial:
The first term yielded no search results, while the
second one resulted in a few hits. Altogether, these
quirks can lead to search results missing valid en-
tries, complicating the process of finding specific
items.

6 Discussion

6.1 Applications of Entry Matching

The potential applications of matching entries
across the editions of the Nordisk familjebok are
significant, especially in the context of digitization
and preserving the relevance of this cultural arti-
fact.

One potential application is the development of
a search system based entirely on the editions of
the Nordisk familjebok. This concept is currently
being explored at the Centre for Digital Humanities
at Gothenburg University.” Such a system could
greatly benefit from the inter-edition links devel-
oped in this work, enabling comprehensive search
results across all editions from a single query.

Another application of our pipeline that could
improve the accessibility of historical encyclope-
dias in the digital age is to extend Wikipedia pages
with links to corresponding entries in digital fac-
similes of encyclopedias.

6.2 Geographic Focus

Given the rapid globalization since the first edition,
we expected a more even geographic distribution
in the second edition due to its later publication

https://nordiskfamiljebok.dh.gu.se/

date. Figures 2a and 2b confirm this hypothesis.
The historical events that unfolded during the pub-
lication time frame of the editions could illuminate
the reasons behind the observed changes.

The First World War involved many countries
worldwide, including Canada, Australia, the United
States, Japan, and various European colonies in
Africa. The involvement of these regions in the war
may have influenced Swedish societal discourse,
consequently affecting the content of the second
edition (Snape, 2018).

Figure 2c shows an increase in the number of
locations situated in Norway and northern Sweden.
From the late 19th century to the mid-20th century,
Norway and northern Sweden underwent signifi-
cant industrialization in hydroelectric (Thomson,
1938) and timber production (Sundvall, 2023), re-
spectively. Consequently, the population of these
regions increased, which may explain these addi-
tions in the second edition.

Furthermore, Figures 2c and 3 depict a relative
decrease of location mentions for several European
countries in the second edition. However, since the
second edition contains more locations overall, it
does not imply that the absolute number of location
mentions has decreased for these countries.

7 Conclusion

In this paper, we compared two editions of a his-
torical Swedish encyclopedia. We described the
corpus collection, the segmentation of the raw text
input into entries, the categorization of entries, and
how we matched pairs of entries between the two
editions. We finally reported how we linked geo-
graphical entries from both editions to Wikidata.

In the classification and matching tasks, we used
transformer models with parameters pre-trained on
modern Swedish. A possible improvement is to
fine-tune the models on older Swedish texts. We
could also explore alternative algorithms for match-
ing entries, such as the Hungarian algorithm (Kuhn,
1955).

This work enabled us to identify shifts between
the two editions and a few geographic trends. Most
notably, the second edition reflects the evolution of
the geographic awareness toward a more diverse
global outlook. Beyond the historical events men-
tioned in Section 6.2, there may be countless soci-
etal, cultural, political, and economic factors con-
tributing to these changes. We hope our work will
invite further investigation to provide a better un-
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derstanding of the context surrounding them.

Limitations

Our evaluation of headword detection and entry
matching is limited and a comprehensive study
would include more data. Our validation sets
should give a general idea of the performance of
each part. Nonetheless, their size is relatively small
and larger sets would certainly improve their relia-
bility and statistical significance.

Large language models that we used in this re-
search may generate classification errors or show
bias. This bias may come from the corpus used for
training the models, mostly contemporary Swedish,
while we applied them to the Nordisk familjebok
that uses a slightly different language.

Ethics Statement
We identified a few potential risks:

1. The Nordisk familjebok belongs to book his-
tory. It sometimes includes old-fashioned
viewpoints and its information is dated.

2. This encyclopedia was written in a different
historical context. A few entries may include
content that can now be considered offensive.
Potential users of our work or of applications
based on it must be aware of this context.
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Abstract

The Comoros Islands, rich in linguistic diver-
sity, are home to dialects derived from Swahili
and influenced by Arabic. Historically, the
Kamar-Eddine system, based on the Arabic al-
phabet, was one of the first writing systems
used for Comorian. However, it has gradu-
ally been replaced by the Latin alphabet, even
though numerous archival texts are written in
this system, and older speakers continue to use
it, highlighting its cultural and historical signif-
icance. In this article, we present Shialifube, a
bidirectional transliteration tool between Latin
and Arabic scripts, designed in accordance
with the rules of the Kamar-Eddine system. To
evaluate its performance, we applied a round-
trip transliteration technique, achieving a word
error rate of 14.84% and a character error rate
of 9.56%. These results demonstrate the reli-
ability of our system for complex tasks. Fur-
thermore, Shialifube was tested in a practical
case related to speech recognition, showcasing
its potential in Natural Language Processing.
This project serves as a bridge between tradi-
tion and modernity, contributing to the preser-
vation of Comorian linguistic heritage while
paving the way for better integration of local
dialects into advanced technologies.

1

At the crossroads of Africa, Europe, the Middle
East, and Southeast Asia (Abeid et al., 2024; Allib-
ert, 2015), the Comoros stand out for their rich cul-
tural heritage, a diversity particularly evident in lo-
cal dialects that share remarkable similarities with
several foreign languages. While these dialects be-
long to the Bantu family due to their closer affin-
ity with Swahili (Ahmed Chamanga, 2022) and the
Sabaki language group (Serva and Pasquini, 2021),
they also exhibit similarities with Arabic. This is
partly why, like Swahili with the Ajami script (Mu-
gane, 2017), one of the earliest writing systems
for Comorian dialects is based on the Arabic script
(Lafon, 2007).

Introduction

11

Known as the Kamar-Eddine system, this writ-
ing system was introduced in the 1960s by linguist
Sheikh Ahmed Kamar-Eddine. Although the Latin
alphabet is now predominantly used to write Co-
morian, a minority, primarily older individuals, are
only proficient in the Arabic script. Furthermore,
many manuscripts are written in this script, empha-
sizing its historical and cultural significance.

Having a solution to process this system could
serve three major purposes: (a) Democratizing ac-
cess to Natural Language Processing (NLP) tech-
nologies, making Comorian dialects accessible to a
broader audience, especially those without access
to modern digital tools; (b) Preserving and promot-
ing the multicultural richness of the archipelago,
highlighting the Kamar-Eddine system as a funda-
mental element of Comorian linguistic and cultural
heritage; (c) Making Comorian national archives
accessible to all, facilitating their digitization and
long-term preservation while paving the way for
new research and applications in NLP.

This work aims to initiate NLP research for this
writing system, with the hope of contributing to
the preservation of Comorian intangible heritage.
More concretely, our main contributions can be
summarized as follows:

* Complementary Study: This work builds on
Michel Lafon’s article (Lafon, 2007), which,
to the best of our knowledge, is the only study
conducted on the Kamar-Eddine system.

* Foundational Exploration: We contribute
to the introduction of NLP not only for this
writing system but also for the processing of
Comorian, a language still underrepresented
in this field.

* Shared Innovation: We make the results of
this work accessible by sharing the developed
code and models, enabling the community to
benefit from our progress.

Proceedings of LaTeCH-CLfL 2025, pages 11-18
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2 About ShiKomori

Comorian, or ShiKomori, consists of four dialects,
each spoken on a specific island: ShiNgazidja,
ShiMwali, ShiNdzuani, and ShiMaore. While ide-
ally, each dialect would be treated individually,
this work addresses Comorian as a whole, with-
out distinguishing between its dialectal variations.
Two main reasons justify this choice:

* High Similarities Between Dialects:
The dialects are very closely related
(Ahmed Chamanga, 2022). Consequently,
a speaker from one island can understand a
dialect spoken on another island with little
difficulty due to the largely shared lexicon
across these variants. This strong similarity
facilitates the development of NLP solutions
that can generalize across all dialects.

Data Scarcity: It is challenging to find
dialect-specific corpora due to the limited re-
search conducted in this field. Furthermore,
speakers often prefer writing in French rather
than using their local dialects, further restrict-
ing access to data.

The high similarities among these dialects, com-
bined with the significant lack of data, make it
more practical to treat them as a single language.
Attempting to develop solutions for each dialect in-
dividually would require working with small, sep-
arate corpora, which might not suffice for training
effective models. Instead, this approach leverages
data-rich dialects to improve performance on those
with fewer resources.

This strategy aligns with the findings of Lin
et al. (Lin et al., 2019), which explored multi-
lingual transfer learning as a means to improve
low-resource language representation by leverag-
ing a well-resourced language with significant sim-
ilarities. Additionally, the system introduced by
Kamar-Eddine considers Comorian as a unified
language, with no specific rules tailored to individ-
ual dialects.

3 Related Work

Comorian is a language that has been very little
studied in the field of NLP. While some previ-
ous works have provided solutions addressing it
for various use cases (Abdourahamane et al., 2016;
Naira et al., 2024), to the best of our knowledge,
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there is no computational linguistics research that
deals with the language in its Arabic script.

Beyond our desire to preserve this intangible
heritage, there is a motivation arising from ob-
servations made in previous works, such as those
found in (Micallef et al., 2023). The Ilatter
describes experiments conducted on Maltese in
which a curious observation was made: in several
tasks (named entity recognition, sentiment analy-
sis, etc.), transliteration into Arabic characters sig-
nificantly improved the performance of models.
The reason for this is that although Maltese is writ-
ten in Latin characters and contains Italian loan-
words, it remains a Semitic language closely re-
lated to Arabic. The proximity of Comorian to Ara-
bic thus justifies the exploration of whether exist-
ing NLP solutions could be enhanced by adopting
a similar approach.

In the absence of work specifically addressing
Comorian written in Arabic script, we present in
Table 1 a few notable studies that have dealt with
the topic of transliteration in general, and particu-
larly for African languages.

4 The Kamar-Eddine System

The standardization of Comorian writing became
a priority in the years following the independence
of the Comoros archipelago (Chamanga and Gueu-
nier, 1977). While the idea of establishing specific
rules for each dialect was quickly abandoned, the
debate over whether to use the Latin or Arabic al-
phabet sparked intense discussions. On one hand,
only a small minority of the population, educated
in French, the colonial language, knew how to read
the Latin alphabet and thus advocated for its use.
On the other hand, the majority, having received an
education primarily in Quranic schools, were pro-
ficient in reading the Arabic alphabet. With public
opinion in favor of the latter, Arabic was quickly
adopted for the translation of official documents.

However, it is important to note that, despite
the widespread use of this alphabet, there were no
fixed rules governing its application. It was pre-
cisely in this context that Ahmed Kamar-Eddine
conceived the idea of standardizing this writing
system. He began this project by publishing chron-
icles in his journal Mwando (see the manuscript of
the first edition in Figure 1).



Title Year | Description
Moroccan Arabizi-to-Arabic conversion us- | 2024 | It is a system of transliteration from Arabizi
ing rule-based transliteration and weighted (Moroccan dialectal Arabic written in Latin
Levenshtein algorithm (Hajbi et al., 2024) characters) to Arabic characters. The method
used uses the Levenshtein distance.
Exploring the Impact of Transliteration on | 2023 | Improving the state of the art TAL on several
NLP Performance: Treating Maltese as an tasks by processing Maltese written in Ara-
Arabic Dialect (Micallef et al., 2023) bic characters.
A Unified Model for Arabizi Detection and | 2020 | Pipeline for detecting Arabizi in a text with
Transliteration using Sequence-to-Sequence code switches (Arabic mixed with other lan-
Models (Shazal et al., 2020) guages, all written in Latin characters) and
transliteration into Arabic characters.
Arabizi Chat Alphabet Transliteration to Al- | 2020 | Transliteration into Arabic characters of com-
gerian Dialect (Klouche and Benslimane, ments on the Algerian telephone operator
2020) Ooredoo in order to train a sentiment analy-
sis model.

Table 1: Previous work on transliteration into Arabic scripts.
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Figure 1: The Mwando Chronicles Manuscript: A his-
torical document showcasing the first application of the
Kamar-Eddine system, marking its inaugural use for
formalizing the transcription of the Comorian language
in Arabic script. The manuscript also describes the writ-
ing rules of the system, notably the introduction of long
vowels.
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Vowels | Transcription | Meaning
na VJ/- (najm) star

ni ('Uéf (nizam) system
nu s (niir) light

Table 2: Diacritics in Arabic writing.

4.1 The first adaptations in Arabic scripts

The Arabic alphabet has the particularity of being
an abjadl. There are three vowels in Arabic, /a/,
/i/, and /u/, represented respectively by the diacrit-
ics fatha, kasra, and dhamma (see examples in Ta-
ble 2). The absence of a vowel is represented by
a sukun, as in the word u\: (bint), which means

7’gir1”.

This particularity of Arabic, having only three
vowels, poses a challenge when adapting certain
languages to this script. This is precisely the case
for Wolof, which contains nine vowels (Currah,
2015), Swahili (Raia, 2021), and Comorian (La-
fon, 2007). For the latter, there are also additional
consonants that do not exist in the Arabic alphabet.
To address these specificities, certain adaptations
were introduced in the early attempts. Among
them were:

¢ Introduction of additional characters: Bor-

'A writing system in which characters represent conso-
nants, and vowels are either implied or marked with optional
diacritics. Scripts like Arabic and Hebrew are examples of
abjads. Unlike full alphabets, abjads do not assign separate
letters to vowel sounds.



rowings were made from Persian for repre-
senting sounds such as /v/ (), /g/ (@, and
/p/ (). However, ambiguities persisted, as
the sound /pv/ was sometimes transcribed as
s (like /v/) or < (like /f/).

Representation of vowels: Comorian, with
its five vowels /a/, /e/, /i/, /o/, and /u/, required
measures to address the absence of /o/ and /e/
in Arabic. These vowels were marked by ei-
ther using diacritics or resorting to long vow-
els, 4 for /o/ and (¢ for /e/. Yet, this also led
to ambiguities in ‘some cases, as terms like
”mezi” (month) and “mizi” (roots) were writ-
ten the same way (‘/'/: or s+ when using long
vowels).

4.2 Kamar-Eddine’s Original Innovations

To address the ambiguities observed in previous
adaptation attempts, one of the solutions proposed
by Kamar-Eddine was to abandon diacritics in fa-
vor of long vowels. The vowels /a/, /i/, and /u/ re-
tain their original forms, while /e/ and /o/ are rep-
resented respectively by 4~ and .. This categori-
cally resolves certain cases of confusion, such as
the last example discussed in the previous subsec-
tion. With this correction, the term mezi becomes
& > and mizi becomes (¢ ps.

" Until then, there had been no clear representa-
tion of affricates, which are nonetheless frequent
in Comorian. Kamar-Eddine proposed using the
shadda to accentuate these consonants (see Table
3). Finally, we summarize all the identified rules
in Table 4.

5 Methodology

Today, unless it has escaped our notice, there is no
Comorian database written in Arabic script. To
evaluate the effectiveness of our system, we are
therefore compelled to rely solely on Latin-script
texts” as references. Comprising 17,000 entries
(sentences, words, and expressions), the dataset is
first used to transliterate into Arabic by applying
the rules based on the constructed dictionary. We
then perform reverse transliteration to recover the
original text. To assess the quality of our system,
we use Word Error Rate (WER) and Character Er-
ror Rate (CER) as metrics.

The Figure 2 summarizes the pipeline through
which an input text passes during the inference of

*https://huggingface.co/datasets/nairaxo/
shikomori-texts
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Input
The pipeline accepts
input texts into any
script.

Script ID
km_latn
km_kama

A%
Script
Identification

Loading
source_target
dictionary

Output
To quantify
transliteration
confidence, we use a
round-trip transliteration
error rate approach.

Transliteration Dictionnaries

Figure 2: Global Pipeline: the system takes as input a
raw text with the possibility to specify the source and
target scripts. When no source is specified, a script iden-
tification model is used, and then, depending on the de-
tected source, a dictionary is loaded. We use a round-
trip transliteration error rate to measure the reliability
of the transliteration.

our tool. First, we use computation rules to de-
tect the type of script used, whether it is Arabic
or Latin. This determines which dictionary to load
(arabic_latin or latin_arabic). Then, once the script
type and the corresponding dictionary are identi-
fied, we perform the transliteration followed by a
reverse transliteration to attempt to regenerate the
original text. This allows us to calculate round-trip
transliteration scores to measure the confidence
of the transliteration. Thus, two elements are re-
turned as output: the transliteration and its confi-
dence score.

5.1 From Latin to Arabic

The first step of this approach involves identify-
ing the Latin digraphs present in the string and
replacing them with their equivalents in Arabic
script using a pre-established correspondence dic-
tionary. This step effectively transforms specific
sounds represented by two characters into a single
appropriate Arabic symbol, such as the digraphs
”sh” or ”pv” To understand why this is important,
imagine we want to transliterate the term shama
(association). Failing to identify digraphs at the
outset would result in treating sh as two separate
letters (interpreting s as _» and h as ~), which is a
critical error. Instead of this reasoning, we translit-
erate sh into _» and then process the rest, where
each remaining Latin character is converted into its
Arabic equivalent according to a second correspon-
dence dictionary for isolated characters, thereby
ensuring coverage of sounds not represented by di-
graphs.


https://huggingface.co/datasets/nairaxo/shikomori-texts
https://huggingface.co/datasets/nairaxo/shikomori-texts

Sound | Transcription | Example | Translation
/ny/ o LG meat

/tr/ o S ; grass
/dz/ i bl burden

Table 3: Use of shadda to represent affricates.

Regular Alphabet Digraphs / Affricates
Sound | Arabic | Latin || Sound | Arabic | Latin | Sound | Arabic | Latin

/a/ | a /m/ ¢ m 10/ 3 dh

/6/ or /b/ o b or 6 /n/ 5} n /d/ ; dr

i o c Jo/ o 0 /dz/ B dz

/d] or /d/ 5 dord || /p/ < p i < tr

/e/ —~ e It/ B r m 5 ny

/1 o f /s/ o s [/ o sh

/g/ ¢ g It/ <o t B/ ) pv

/h/ C h h/ D) u 16/ & th

i/ < i i o v fts/ o ts
/dz/ z i Iw/ P W
/k/ 4 k Iyl < y

Table 4: Table of correspondences between sounds, Arabic script, and Latin script.

5.2 From Arabic to Latin

We perform the transliteration of a string from Ara-
bic script to a Latin representation by applying sev-
eral specific transformations. This process also in-
volves replacing Arabic letters that need to be rep-
resented by Latin digraphs with their equivalents.
Next, the algorithm handles special Arabic char-
acters such as the symbol s, replacing them with
the appropriate Latin characters and managing spe-
cific combinations like .~ to ensure phonetically ac-
curate transliteration.

After segmenting the string into individual char-
acters, the algorithm applies a set of specific rules
to handle letters used as long vowels, such as 4 and
«. For instance, if 4 is used not as a long vowel
but as the letter representing the sound /w/, it is
replaced by w; otherwise, it is replaced by u. Simi-
larly, for (s, the transliterations y and i are applied
to represe}lt the sound /y/ and the long vowel /i/,
respectively. Finally, the string is reassembled to
produce the final Latin-script version, adhering to
the phonetic and graphical conventions of the tar-
get language.

5.3 System Evaluation

WER is a common metric used to evaluate the ac-
curacy of an automatic speech recognition or ma-

chine translation system. It indicates the rate of
errors in the transcription produced compared to a
reference transcription. WER accounts for multi-
ple types of errors, including insertions, deletions,
and substitutions of words. Lower WER values
indicate better performance, meaning the system
has fewer errors compared to the reference. WER
ranges from 0 to 100%. The formula to compute it
is as follows:

S+D+1

ER =
WER N

(D
where:

¢ S: the number of substituted words (incorrect
substitutions),

* D: the number of deleted words (omissions),

* I: the number of inserted words (incorrect ad-
ditions),

¢ N: the total number of words in the reference
transcription.

The same formula is used to compute the CER,
which measures the substitution rate at the charac-
ter level instead of the word level. While both met-
rics measure the performance of a system like ours,
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-y ,
Tsili nyama ﬁ —> Wi AL
i Shialifube l

i
ﬁ<— Tsyli nyama 4—@{?

Shialifube

WER CER
50% 10%

Figure 3: Example of round-trip transliteration and cal-
culation of performance metrics.

they do not necessarily serve the same purpose.
For instance, WER tends to measure orthographic
divergence between two texts. Let us consider the
following example: LU L (I ate meat). It might
happen that during transliteration, this phrase is
written as sl J::: which is still comprehensible
despite the writing error. The WER in this case is
100%, whereas the CER is relatively low at 22.2%.

Generally, to compute these metrics, labeled
data is required, which is not the case for our sys-
tem. To address this, we employ a technique in-
spired by back-translation (Kementchedjhieva and
Segaard, 2023), where we transliterate our Latin
text into Arabic using our system, and then translit-
erate it back to Latin. We then calculate WER and
CER metrics to evaluate the performance of our
solution. Figure 3 illustrates an example of a back-
transliteration process.

6 Experimental Results

In this section, we first present the results and per-
formance metrics of Shialifube, along with descrip-
tions of the various iterations adopted to improve
its performance. Additionally, we conduct an ex-
periment on a real-world use case in speech recog-
nition: the first machine learning model ever de-
signed for Comorian written in Arabic script.

Convinced that open-source contributions are
the key to advancing the representation of low-
resource languages in the field of NLP, we have
made the Shialifube library?, its code on GitHub?,
and a HuggingFace Space’ publicly available for
everyone.

Shttps://pypi.org/project/shialifube/

*https://github.com/nairaxo/shialifube

Shttps://huggingface.co/spaces/nairaxo/
swauti

6.1 Round-trip Transliteration

The process of applying our transliteration rules
was incremental, with our algorithm gradually ad-
justing based on the specific cases encountered.
The goal was to find the most optimal approach
that minimizes the evaluation metrics. Each time
we adjusted our algorithm, we recalculated these
metrics. Table 5 describes the different scenarios
used. In total, we conducted four iterations. The
final iteration yielded interesting metrics, indicat-
ing a certain reliability of our system, although we
propose exploring new improvement avenues in fu-
ture work.

It is important to note that while we have strived
to handle all special cases, limitations may still
arise during the system’s use. To minimize these
limitations, we plan to continue refining and up-
dating the library. The current version is, in fact, a
pre-release.

6.2 Use Case: Speech Recognition

In this section, we introduce the first speech recog-
nition model for Comorian using the Arabic script.
Our objective is twofold: first, to demonstrate
the feasibility of such a model by leveraging our
Kamar-Eddine transliteration system and second,
to assess the effectiveness of our transliteration
framework by measuring its impact on speech
recognition performance. In fact, if the conver-
sion of Comorian text into the Arabic script signif-
icantly altered the data, it would negatively affect
model training, leading to degraded performance.

Regarding the choice of model architecture, we
selected Whisper (Radford et al., 2022), one of the
most performant speech recognition models in the
state of the art. Whisper is pre-trained on a large
multilingual dataset that includes Swahili and Ara-
bic. This pre-training phase involves teaching the
model to better understand each language by cap-
turing latent parameters within the audio data. We
fine-tune the model by updating its parameters for
speech recognition tasks, specifying Swahili for
the Latin script model and Arabic for the Arabic
script model.

The results in Table 6 indicate better perfor-
mance for the Latin script model compared to the
Arabic script model. Two main reasons explain
this discrepancy:

* Untransformed data: Transforming the data
affects its quality. While this approach was
necessary to generate data in our case, it
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Experiment | Description WER (%) CER (%)

1 Initial iteration, without digram handling. 68.56 3441

2 Digram handling and long vowel processing. 43.09 21.30

3 Corpus sequence standardization and corrections?. 33.89 16.75

4 Handling additional edge cases and incorporating ob- | 14.84 9.56
servations from previous iterations.

? The corpus used comes from various sources, and given the lack of fixed writing rules for Comorian, a standardization
procedure was applied to unify the writing style and correct inconsistencies. This standardized writing facilitates the gen-

eralization of our transliteration system.

Table 5: Evaluation metrics for the round-trip transliteration approach.

does compromise performance compared to
manual annotation. Manual annotation is a
promising avenue for future work, not only
to improve speech recognition performance
but also for other NLP tasks such as sentiment
analysis, named entity recognition, etc.

* Unknown vocabulary: The use of a pre-
trained model depends on its vocabulary.
While Comorian is similar to Arabic, it is not
closer than Swahili. Consequently, during to-
kenization of the Arabic script text for model
training, there are more unknown tokens for
the pre-trained model compared to training
with Latin script text.

Script | WER (%) | CER (%)
Latin 35.48 17.76
Arabic | 37.44 21.42

Table 6: WER and CER for speech recognition mod-
els trained on Latin and Arabic script corpora. The
Latin script model serves as a baseline, while the Arabic
script model evaluates the effectiveness of the Kamar-
Eddine transliteration system.

Finally, these results demonstrate that training a
Comorian speech recognition model using the Ara-
bic script is feasible, thanks to the effectiveness of
the Kamar-Eddine transliteration system. While
the Latin script model achieves slightly better per-
formance, the Arabic script model remains com-
petitive, highlighting the potential of our approach.
Future work will focus on improving data quality
through manual annotation and further optimizing
the transliteration process to enhance speech recog-
nition accuracy.

7 Conclusion

This work aimed to lay the foundation for NLP
applied to the Comorian language, with a focus

on transcribing this language into Arabic script us-
ing the Kamar-Eddine system. Initially, we com-
piled the set of writing rules for this system, which
served as the basis for Shialifube, a bidirectional
transliteration system for Comorian.

In the absence of parallel data to directly evalu-
ate the performance of our solution, we adopted a
round-trip transliteration approach. This involved
transcribing a corpus from Latin script to Arabic
script and then retranscribing it back to Latin script.
This method yielded promising metrics after sev-
eral iterations: a WER of 14.84% and a CER of
9.56%.

To assess the utility of this tool for practical use
cases, we also conducted experiments in speech
recognition. We observed encouraging perfor-
mance with a WER of 37.44% for the Arabic script
version, although it remained slightly lower than
the Latin script model, which achieved a WER of
35.48%.

Finally, it is worth noting that this work repre-
sents a preliminary step. We plan to continue refin-
ing it as part of future contributions, hoping it will
contribute to the preservation and enhancement of
Comorian intangible heritage. To encourage other
researchers to further this initiative, we are making
the entire source code, the Shialifube library, and
the trained models publicly available.
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Abstract

This study presents BiasAdapt, a novel data
augmentation strategy designed to enhance the
robustness of automatic media bias detection
models. Leveraging the BABE dataset, Bi-
asAdapt uses a generative language model to
identify bias-indicative keywords and replace
them with alternatives from opposing cate-
gories, thus creating adversarial examples that
preserve the original bias labels. The contribu-
tions of this work are twofold: it proposes a
scalable method for augmenting bias datasets
with adversarial examples while preserving la-
bels, and it publicly releases an augmented ad-
versarial media bias dataset. Training on Bi-
asAdapt reduces the reliance on spurious cues
in four of the six evaluated media bias cate-
gories.

1 Introduction

Automatic media bias detection has gained signifi-
cant attention with more capable language models.
Systems that automatically detect media bias can
help media consumers better identify slanted re-
porting, help journalists uncover overlooked biases,
and help researchers evaluate the reporting land-
scape (Hamborg et al., 2019; Spinde et al., 2021).
However, existing models often rely on spurious
cues for classification decisions, which can lead
to a superficial understanding of bias and compro-
mise their generalization capabilities and objectiv-
ity (Wessel and Horych, 2024). Data augmentation
techniques can mitigate the reliance on such short-
cuts (Wang et al., 2023). Training data for systems
that automatically detect media bias originates pre-
dominantly from small, manually labeled datasets
(Wessel et al., 2023) with associated high labeling
costs (Hamborg, 2020; Spinde et al., 2021). Clas-
sical data augmentation techniques would require
manual relabeling for every augmented sentence,
as, for instance, random swaps of words or dele-
tions could alter the bias of a sentence. To mini-
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mize the high manual relabeling costs, an adapta-
tion is required. BiasAdapt, a process designed to
enhance the robustness of automatic media bias de-
tection systems, aims to address this.! BiasAdapt
identifies keywords associated with predefined cat-
egories such as gender, origin, or political affili-
ation. It then generates and replaces alternative
words from opposing subcategories. In this study,
this adversarial augmentation process is performed
on the BABE dataset (Spinde et al., 2021). The
augmented data serves as training data, reducing re-
liance on spurious cues in four of the six evaluated
media bias categories. However, these modifica-
tions also affect classification performance in some
categories, requiring further investigation.

The process of augmenting an existing data set
with adversarial data using LLMs is transferable to
domains beyond the detection of media bias. It al-
lows for label-preserving alterations of predefined
dimensions with accurate content exchanges that
require an in-depth understanding of the sentence.

2 Related Work

Media bias, a phenomenon where the information
presented in the media is skewed, has been the sub-
ject of significant research (Hamborg et al., 2019;
Baumer et al., 2015; Spinde et al., 2023). Advances
in bias detection, mainly through transformer-
based methodologies, have notably improved clas-
sification accuracy (Spinde et al., 2021, 2023).
Despite these advancements, a persistent
challenge is the dependence on small, narrowly
focused, manually annotated datasets (Wessel
et al.,, 2023). This limitation often results in
models that overfit and generalize poorly. Recent
work by Wessel and Horych (2024) highlights
that transformer-based models in automatic

'The dataset and code are publicly available under

https:
//github.com/martinpwessel/BiasAdapt-Repository.
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media bias detection predominantly target highly
connotative words and do not grasp the nuance
of context. This leads to reliance on unreliable
indicators or spurious cues for classification
decisions, manifesting itself as inconsistent bias
determinations under stress tests. Spurious cues in
this context are superficial lexical features, such
as demographic terms or political affiliations, that
bias detection models incorrectly rely on to classify
bias instead of analyzing the actual linguistic and
contextual indicators of bias.

Wessel and Horych (2024) introduce a CheckList-
based invariance test (INV) (Ribeiro et al., 2020)
to assess the resilience of bias detection models
to irrelevant input alterations. They define seven
bias categories -gender, origin, religion, political
affiliation, occupation, politician names, and
disability- based on prior literature and practical
observations of bias-related word associations.
Their CheckList-based invariance test systemati-
cally examines whether altering terms within these
categories (e.g., replacing a male-associated name
with a female-associated one) changes the model’s
classification. If the model’s bias determination
fluctuates despite maintaining sentence semantics,
it suggests reliance on spurious cues rather than
true contextual understanding. Wessel and Horych
(2024) report significant disparities in model
behavior across datasets. For example, words
linked to gender or origin frequently influence
bias predictions, implying that classifiers are using
these cues instead of analyzing how bias is actually
expressed. Such findings emphasize the necessity
of model refinement for more robust detection
methods.

Wang et al. (2023) propose adversarial training and
data augmentation to enhance model robustness.
Jia and Liang (2017) showcase the utility of
adversarial examples in evaluating and enhancing
the robustness of natural language processing
models, a key consideration in detecting and
mitigating media bias. Additionally, Shafahi et al.
(2019) highlight the significance of adversarial
data augmentation in addressing the subtleties of
language, suggesting its essential role in refining
models tasked with understanding nuanced biases.

This study refines media bias detection through
adversarial data augmentation, addressing the
limitations of existing methods. Techniques
like frequency-guided word substitution (FGWS)
(Mozes et al., 2021) and adversarial text modifi-
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cations (Samanta and Mehta, 2017) often fail to
preserve bias labels, requiring costly human re-
annotation (Sabou et al., 2012) when biases are
unintentionally altered. When, for instance, words
are randomly added or deleted, a previously unbi-
ased sentence might now be biased. The strategy
proposed in this study offers key improvements:

* Label Preservation: Maintains label integrity,
reducing the need for manual re-labeling
(Zhang and Wallace, 2015).

* Contextual Sensitivity: Ensures coherent aug-
mentations by considering keyword context,
which prevents misplaced examples (Wei and
Zou, 2019).

* Bias Specificity: Targets bias mitigation,
avoiding reinforcement of existing biases
(Dixon et al., 2018).

3 Methodology

The BiasAdapt augmentation process expands the
dataset to improve bias detection within text-based
content. The process begins with an existing an-
notated dataset. In this case, the BABE (Spinde
et al., 2021) data set consists of sentences that are
binary labeled for bias. The next step identifies
keywords within each sentence by predefined cate-
gories. A keyword is any word that can clearly be
attributed to one category. For instance, for gender,
every gender-associated word is a keyword; for re-
ligion, every religion-associated word, and so on.
For the context of media bias, these categories are
gender, origin, religion, political affiliation, occupa-
tion, and politician names as defined by Wessel and
Horych (2024).2 As these categories need to be pre-
defined before the annotation, prior knowledge of
where spurious cues may arise in the specific con-
text is necessary. BiasAdapt identifies keywords by
individually querying each sentence to a generative
language model. For all prompts, GPT-3.5 Turbo
(Brown et al., 2020) is used. The language model
returns the identified keywords and the associated
category (gender, origin, etc.). Once more, these
words are queried using the same language model
with instructions to generate alternative words for
each keyword. The process queries the same lan-
guage model again, instructing it to generate alter-
native words for each keyword. These alternatives

“Wessel and Horych (2024) also include the category dis-
ability. This category was excluded from this analysis because

the BABE data set contains only a few words associated with
disability, leaving too few permutations for meaningful effects.



must come from opposing categories, ensuring they
are associated with, for instance, an opposite politi-
cal affiliation, gender, or a different religion.

The alternative words then substitute the original
terms in the sentence to create new instances, each
maintaining the initial bias label. The bias label
remains unchanged because the substituted key-
words belong to the same predefined category, en-
suring that the sentence’s bias, whether introduced
through framing or word choice, is preserved. Bias
can arise from how a sentence is structured but also
from the connotations of specific words. For exam-
ple, replacing "he’ with ’she’ in "He lacks the tough-
ness for leadership’ retains gender bias because the
stereotype about leadership remains intact. Simi-
larly, swapping ’Christian’ with "Muslim’ in "Pol-
icy unfairly favors Christian values’ maintains reli-
gious bias by preserving the critical framing of the
sentence. In political contexts, replacing ’left-wing
politician’ with ’right-wing politician’ in a sentence
about corruption does not alter the underlying bias,
as the negative framing remains the same. Like-
wise, in occupation-based bias, exchanging ’artist’
with ’construction worker’ in *Artists contribute
little to the economy’ preserves bias against cer-
tain professions. Since these substitutions maintain
the same bias patterns, the augmentation process
ensures that the dataset’s labels remain consistent.
This only works for predefined bias categories with
predefined opposing subcategories that substitu-
tions can be taken from. In some cases, substitu-
tions may interact with the sentence structure in
ways that subtly alter the perceived bias. For exam-
ple, in ’She is caring and nurturing,’” substituting
’she’” with "he’ could challenge the stereotype that
these traits are inherently feminine, as men are less
commonly associated with these characteristics in
traditional gender roles. This demonstrates that
substitutions in certain contexts may shift or rein-
force bias depending on the societal associations
linked to the words involved. While the augmenta-
tion process follows strict category-based substitu-
tions, potential context-dependent bias shifts are a
limitation of this method.

Figure 1 displays the augmentation process with
an example sentence from the BABE dataset.
Each sentence may contain multiple identified key-
words, each with a list of alternative words, re-
sulting in numerous possible permutations. When
substituting these keywords, the rest of the sentence
and its label remain unchanged. That is why gener-
ating too many permutations can lead to overfitting
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when the data is used for model training. For this
study, three permutations per original sentence are
found to be the best trade-off between introducing
adversarial examples and the prevention of overfit-
ting. However, this might vary depending on the
dataset size, sentence complexity, and length. The
three permutations are chosen by randomly sam-
pling alternative words from the word lists. The
training setup ensures no data leakage between the
training, test, and validation data, as original and
altered sentences are always in the same set.

This process creates an Adversarial BABE dataset,
which is then used to train a language model to
automatically detect media bias. Its detection ca-
pabilities are compared to that of a model trained
solely on BABE. The performance of the models is
evaluated using the test sets from Wessel and Ho-
rych (2024). The test set consists of 1,900 binary-
labeled sentences distributed over the categories
(50% of which are classified as biased). Within
each category, variance serves as a metric for spu-
rious cues: Higher values suggest that the model
relies on shortcuts rather than general language un-
derstanding. For example, if the model does not
use gender as a factor in classification, accuracy
should remain consistent across sentences contain-
ing male, female, and non-binary keywords. Both
models are based on a pre-trained RoOBERTa model
to ensure comparability with Spinde et al. (2021).
The model training ends based on an early stopping
criteria.

4 Results

The augmentation of the BABE dataset through Bi-
asAdapt significantly increases the dataset size to
14,659 entries, adding 10,986 entries to the original
collection. Not for every original sentence per-
mutations can be constructed, as not all sentences
contain words that are identified as keywords being
associated with one of the predefined categories.
While the distribution within categories remains
equal, the occurrence of relevant keywords differs
between categories depending on their occurrence
in the BABE dataset. In the initial step, a total of
4,906 keywords are identified and replaced. The
most frequently modified categories are gender
(1,469 identified keywords) and politician names
(1,232), followed by origin (609), political affilia-
tion (464), religion (97), and occupation (35). This
distribution is primarily influenced by the topic
choices of the BABE dataset. This study’s eval-



Figure 1: Examplary augmentation process using Bi-

asAdapt. The sentence is biased because the phrase

"dug his heels in" conveys a negative subjective judg-

ment about the politician’s stance.

Sentence Label
"Gov. Greg Abbott dug his heels in
Original Tuesday in a TV interview explaining why | Biased
Texas [...]"
Identification of | "Gov. Greg Abbott dug his heels in
key words and |Tuesday in a TV interview explaining why Biased
category Texas [...]"
Generation of Politician Location
aItem(ajtive Ron DeSantis New York
woras Tate Reeves Nebraska
"Gov. Ron DeSantis dug his heels in
Tuesday in a TV interview explaining why| = Biased
Augmented New York [...]
data " . ;
Gov. Tate Reeves dug his heels in
Tuesday in a TV interview explaining why| = Biased

Nebraska [...]"

uation, detailed in Table 1, employs F1-scores to
compare performance across six bias categories
using the INV test set established by Wessel and
Horych (2024). The results are displayed by sub-
category and then averaged for a category score.
Furthermore, the variance among subcategory re-
sults is calculated per category.

The comparison reveals two principal findings:
Firstly, in four out of six categories, the model
trained with the BiasAdapt-augmented dataset dis-
plays a lower classification performance variance
(remaining the same in the remaining categories).
As the variance is the primary measure for reliance
on spurious cues, this indicates that BiasAdapt con-
tributes to a more consistent classification perfor-
mance across different subcategories and reduces
reliance on spurious cues. Secondly, the overall
performance in the gender category dropped sig-
nificantly after training on Augmented BABE, im-
proved for political affiliation, and remained rela-
tively stable for all other categories.

5 Discussion

BiasAdapt successfully identifies and replaces
relevant keywords though there is still an under-
representation of certain categories with little
occurrence in the original dataset. The observed
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Table 1: The detection results (F1-Scores) on the INV
test set by subcategories. Variance values are shown in
brackets behind the average scores.

Category Subcategory Augmented BABE BABE

Male 0.54 0.68

Gender Female 0.54 0.75

Non-binary 0.54 0.69
Average 0.54 (3.0e-6) 0.71 (0.001)

European 0.92 0.94

Origin African 0.94 0.99

8 Asian 1.00 1.00
Average 0.95 (0.001) 0.98 (0.001)

Christian 0.87 0.89

Religion Islam 0.90 0.89

8 Atheism 0.79 0.80
Average 0.86 (0.002) 0.85 (0.002)

Conservatives 0.95 0.97

Politician names Liberals 0.91 0.91

@ ® Socialists 092 0.89
Average 0.93 (2.0e-4) 0.92 (0.001)

Left-wing 0.96 0.91

. . Right-wing 091 0.80

Political Affiliation Centrist 096 0.88
Average 0.94 (6.0e-4) 0.86 (0.002)

Services 0.65 0.70

Occupation Creative Arts and Media 0.67 0.68

P Trades and Manual Labor 0.67 0.64
Average 0.66 (7.0e-5) 0.67 (0.0005)

decrease in variance for a majority of categories
due to the BiasAdapt augmentation underscores
the method’s effectiveness in diminishing the
model’s dependence on predefined bias-indicative
keywords. The reduced reliance on keywords
suggests that augmentation helps the model
analyze the text holistically rather than fixating on
specific terms. However, this does not work for all
categories, and intra-category differences remain.

The decrease in performance observed in the gen-
der category raises important questions about the
role of spurious cues in automated bias detection.
Unlike political affiliation or origin, where bias
is often directly linked to framing, gender bias
tends to involve more implicit associations tied
to societal roles or traits. The reliance on these
implicit cues might have served as a shortcut,
aiding model performance in some cases. In
the context of gender, keyword substitutions can
interact with these subtleties, potentially altering
the strength or direction of bias in ways that are
difficult to predict.

The relative stability in F1-Scores across the
other categories suggests that the model’s ability
to detect bias in these areas is less disturbed by
reducing reliance on spurious cues. This could
indicate that the model’s prior results in these
categories were less dependent on problematic
shortcuts or, alternatively, that the augmentation
process more effectively preserves the essential
signals of bias within these contexts.



6 Future Work

Several avenues for research emerge from the find-
ings of this study. Further investigations into why
the performance changed for two categories, as
well as why the variance did not decrease for two, is
necessary. Expanding the scope of model architec-
tures tested, including a diverse array of language
models, could provide a more comprehensive un-
derstanding of BiasAdapt’s applicability and effec-
tiveness. This would enable a broader assessment
of the augmentation process across different com-
putational frameworks for bias detection.

To mitigate potential shifts in bias, future work
could explore filtering mechanisms that detect
when a keyword replacement significantly alters
a sentence’s framing. Additionally, human eval-
uation of augmented sentences could help assess
whether bias labels remain appropriate after substi-
tution, particularly in the gender category.
Addressing the limitation related to the require-
ment for predefined bias categories, future re-
search could explore developing more adaptive,
exploratory methods for identifying potential bi-
ases. Such approaches could leverage unsupervised
learning techniques or advanced content analysis
methods to uncover hidden or emergent bias cat-
egories, thereby broadening the scope and appli-
cability of the BiasAdapt method. Moreover, an
important direction for future work is investigat-
ing whether methods like BiasAdapt can indirectly
contribute to improving models’ contextual under-
standing of texts by reducing models’ reliance on
spurious cues. This could involve integrating tech-
niques to enhance semantic comprehension and in-
ferential reasoning within models, thereby address-
ing one of the fundamental challenges in automatic
bias detection.

7 Conclusion

This study presents BiasAdapt, a data augmenta-
tion strategy aimed at improving the robustness of
media bias detection systems through adversarial
examples. By leveraging prior knowledge of spu-
rious cue dependencies, BiasAdapt demonstrates
that data augmentations utilizing large language
models (LLMs) can have a measurable impact on
improving bias detection performance. Making
a significant corpus available for public use lays
the groundwork for further exploration in the field.
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While the focus on a single model and a select num-
ber of bias categories limits the generalizability
of the findings, this work demonstrates the poten-
tial of leveraging LLMs for dataset augmentation
and increased robustness in media bias detection.
Despite the demonstrated benefits, further inves-
tigations to better understand model behavior is
necessary. Still, it encourages expanding the scope
and transfer to other areas of text analysis with
prerequisites similar to media bias.

Limitations

Primarily, the analysis is confined to using a single
model architecture, specifically a RoBERTa model.
Though beneficial for ensuring comparability with
prior work such as Wessel and Horych (2024), this
choice restricts understanding how the proposed
BiasAdapt augmentation might perform across a
broader spectrum of model architectures. Another
limitation arises from the reliance on GPT3.5 to
generate alternative words. Manual inspections
have revealed instances where GPT3.5 may incor-
rectly identify keywords or suggest inappropriate
alternatives. While these errors are infrequent and
do not significantly detract from the overall efficacy
of the augmentation, they underscore the need for
caution and oversight in using generative language
models for data augmentation tasks. Furthermore,
the replacement can lead to generic or contextually
inconsistent replacements, where sentences remain
grammatically correct but become unrealistic or
lose their meaning.

Additionally, the BiasAdapt approach assumes
a priori knowledge of bias categories and subcat-
egories, necessitating predefined taxonomies for
media bias. This requirement could constrain the
method’s applicability, as it presupposes theoretical
or empirical insights into potential sources of spu-
rious cues. While this study addresses the issue of
over-reliance on specific cues for bias detection, it
does not tackle the broader challenge of enhancing
models’ contextual understanding. This limitation
points to an inherent constraint in the scope of the
current methodological approach. Lastly, querying
an LLM for each sentence and generating multiple
permutations can be computationally intensive and
time-consuming, particularly for large datasets.
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Abstract

Egyptian hieroglyphs are found on numerous
ancient Egyptian artifacts, but it is common
that they are blurry or even missing due to
erosion. Existing efforts to restore blurry hi-
eroglyphs adopt computer vision techniques
such as CNNs and model hieroglyph recov-
ery as an image classification task, which suf-
fers from two major limitations: (i) They can-
not handle severely damaged or completely
missing hieroglyphs. (ii) They make predic-
tions based on a single hieroglyph without con-
sidering contextual and grammatical informa-
tion. This paper proposes a novel approach
to model hieroglyph recovery as a next word
prediction task and use language models to ad-
dress it. We compare the performance of differ-
ent SOTA language models and choose LSTM
as the architecture of our HieroLM due to the
strong local affinity of semantics in Egyptian
hieroglyph texts. Experiments show that Hi-
eroLM achieves over 44% accuracy and main-
tains notable performance on multi-shot predic-
tions and scarce data, which makes it a prag-
matic tool to assist scholars in inferring miss-
ing hieroglyphs. It can also complement CV-
based models to significantly reduce perplex-
ity in recognizing blurry hieroglyphs. Our
code is available at https://github.com/Rick-
Cai/HieroLM/.

1 Introduction

Egyptian hieroglyphs is the formal written lan-
guage and an important medium for religious and
funerary practices in Ancient Egypt. The process
of decoding hieroglyphs involves first converting
them into transliterations and then translating the
transliterations into modern languages (Gardiner,
1927). Table 1 presents an illustration of this de-
coding process on a sample hieroglyphic sentence.

Due to natural erosion, it is common that the
hieroglyphs on the surface of the unearthed arti-
facts are blurry or even missing. Efforts have been
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English Translation Re (the Sun God) rises in the horizon.

Table 1: An example of transliteration and translation
of a hieroglyphic sentence.

made to assist the process of recognizing blurry hi-
eroglyphs with computer vision (CV) -based tech-
niques (Barucci et al., 2021, 2022; Aneesh et al.,
2024). Specifically, these works formulate hiero-
glyph recognition as an image classification task
and use CV models such as convolutional neu-
ral networks (CNNs) to classify the blurry sym-
bols. However, there are two major limitations
in the CV-based approaches: (i) They cannot han-
dle severely damaged or completely missing hiero-
glyphs because they rely on the visual characteris-
tics of the signs. (ii) They make predictions based
on a single hieroglyph, without considering the
contextual and grammatical information contained
in surrounding words that could help narrow down
possibilities and significantly reduce perplexity.

As an example, the blurry hieroglyph A in the
blue box in Figure 1 would confuse a CV model,
because it could be either + (nhb) or * (sw) based
on its vague shape, but from the surrounding words
we know that this sentence describes an offering
by the king to the god Osiris, so it is likely that
this blurry sign is & (sw), which means ’the king”.
Moreover, for the red box in Figure 1, the signs are
almost entirely missing, and the CV models will
become useless, but from the words before it, we
know that it should be a title of Osiris, which indi-
cates that the missing word is probably i S (ddw),
because = || & (nb ddw; “lord of Djedu”) is a
common title for Osiris in the offering formula.

In light of these limitations, we propose a novel
approach where we model hieroglyph recovery as
a next word prediction problem, which can be
addressed effectively with language models. To

Proceedings of LaTeCH-CLfL 2025, pages 25-31
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Figure 1: A Middle Kingdom tablet at The Metropolitan Museum of Art.! Hieroglyph A in the blue box is an
example of blurry hieroglyphs. Hieroglyph B in the red box is an example of (nearly) missing hieroglyphs.

select the best architecture for our task, we con-
sider the following characteristics of Egyptian hi-
eroglyphs (Allen, 2000): (i) It is a dead language
whose corpora have ceased to grow, and thus the
amount of data available for training is very lim-
ited. Hence, our model must be comfortable with
small-scale training data. (ii) In Ancient Egypt, hi-
eroglyphs are mostly used in limited scenarios in-
cluding funerals, religious rituals, and monumen-
tal inscriptions. The restrictive formats on the hi-
eroglyphic sentences leads to a better hope of accu-
rate language modeling with simpler architectures.
(iii) Due to its limited scope of usage, the hiero-
glyphic sentence structure has strong local affin-
ity (e.g., a large portion of a sentence could be
titles following names of gods or kings), suggest-
ing that our model should have strong capability
in capturing short-range dependencies. Based on
these characteristics, we build our HieroLM with
LSTM (Hochreiter and Schmidhuber, 1997). To
validate our design choice, we compare the perfor-
mance of HieroLM with popular architectures such
as RNN (Medsker and Jain, 1999) and Transform-
ers (Vaswani et al., 2017) in Section 4.3.
Our contributions are summarized as follows:

* To the best of our knowledge, this is the first pa-
per to model hieroglyph recovery as a next word
prediction task addressed with language models.

* We propose HieroLM based on LSTM, which
achieves over 44% accuracy (i.e., it infers miss-
ing words correctly almost half of the time).

» Experiments show that HieroLM is robust
enough to maintain notable performance on both
multi-shot prediction and scarce context.

2 Related Work
2.1 Hieroglyph Recognition with CV

Modeling hieroglyph recognition as an image clas-
sification task is well-explored. Franken et al.
(Franken and van Gemert, 2013) proposed to use

"Source: https://www.metmuseum.org/art/collection/search/545055.
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the Histogram of Oriented Gradients (HOG) and
the Shape-Context (SC) descriptors to extract and
compare hieroglyphs. The HOG method was
later enhanced with Region of Interest (ROI) ex-
traction (Elnabawy et al., 2021). Moustafa et
al.  (Moustafa et al.,, 2022) and Aneesh et al.
(Aneesh et al., 2024) explored the performance of
ShuffleNet, MobileNet, ResNet, VGG, DenseNet,
and Inception v3 on hieroglyph recognition, while
Glyphnet (Barucci et al., 2021) achieves the state-
of-the-art performance. However, these CV mod-
els rely heavily on the visual quality of the signs
and fail to incorporate contextual information.

2.2 Next Word Prediction with LMs

Next-word prediction involves predicting the sub-
sequent word in a sequence given the preced-
ing context. Early approaches use n-gram mod-
els which suffer from data sparsity and limited
context understanding. NPLM (Bengio et al.,
2000) addresses the limitations of n-gram mod-
els with neural networks. CSLM (Schwenk,
2007) projects words to a continuous space to
handle variable-length contexts. Recurrent neu-
ral networks (RNNs) and long short-term mem-
ory (LSTM) (Hochreiter and Schmidhuber, 1997)
greatly improve the prediction accuracy with recur-
rent model architectures to maintain memory and
capture local dependencies. Recently, Transform-
ers (Vaswani et al., 2017) revolutionizes language
modeling by employing self-attention to consider
the entire input context, but it is less-suited for our
task due to the limited data availability.

3 Methodology

In this section, we describe in detail our HieroLM
model, which adopts the LSTM architecture as il-
lustrated in Figure 2.

Assume that the input sentence has 7" words. Let
x® € {0,1}IVI be the one-hot encoding of the ¢-th
word (1 < t < T) in the sentence. Then, its em-
bedding e(¥) € R®, where s is the embedding size,
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Figure 2: Model structure of HieroLM.

is computed as e = Ex(!), where F is an embed-
ding layer. The hidden state () € R?, where d is
the hidden dimension size, at step ¢ is computed
as:

h) = Fp(ht=1 e®)

where Fp incorporates long short-term mem-
ory (Hochreiter and Schmidhuber, 1997). Specif-
ically, given h(*=1) and e®, we compute the fol-
lowing states with single layer neural networks:

O = NNforget(h(t71)7e(t))
i) = NN (R0 )
gt = NNgate(h(t_l),e(t))
o) = NNy (Wt e®)

The cell state c(!) € R at step ¢ is computed as:
D = & @ =D 4 ) o g

where ¢(9) is the initial cell state. Finally, the hid-
den state h(") is calculated as:

R = o®) @ tanh(c®)
The predicted output is calculated by:
y= NNpTed(h(T))

where NN,,,..q 1s a single neural layer plus a soft-
max layer, which projects the final hidden state
from d to the size of the vocabulary |V|.

4 Experiments

4.1 Datasets

We evaluate our model and the baselines on three
real-world datasets with hieroglyphic sentences
from unearthed Egyptian artifacts. The dataset
statistics are summarized in Table 2.

* Ancient Egyptian Sentences (AES) (Jauhiainen
and Jauhiainen, 2023): It is a collection of over
100,000 ancient Egyptian sentences across mul-
tiple dynasties.
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* The Ramses Transliteration Corpus (Rosmor-
duc, 2020): It contains transliterations converted
from a large corpus of Late Egyptian sentences.

* Mixed: Since AES contains sentences from dif-
ferent eras while texts in Ramses come from
Late Egypt, they have different distributions due
to language evolution. To evaluate the models’
cross-distribution modeling ability, we synthe-
size AES and Ramses into a mixed dataset.

We use the MdC transliterations of the hiero-
glyphic sentences throughout our experiments be-
cause it replaces irregular letters (e.g., ¢ and 3)
in the common transliteration with English letters
(e.g., ”a” and ”A”) for convenient processing. The
sentences are split into training, validation, and test

sets by an 8:1:1 ratio.

Table 2: Dataset statistics.

Dataset ~ Sentence#  Vocab#  Training#  Validation # Test #

AES 98,375 7,058 78,801 9,800 9,774
Ramses 61,069 3,499 48,848 6,116 6,105
Mixed 159,444 8,436 127,649 15916 15,879

4.2 Baselines

We compare our LSTM-based HieroLM model
with the following widely-adopted baselines:

* Neural  Probabilistic ~ Language  Model
(NPLM) (Bengio et al., 2000). We use a
trigram NPLM as the naivest baseline.

* Recurrent Neural Network (RNN) (Medsker and
Jain, 1999). We adopt a unidirectional, single-
layer RNN. This also serves as an ablated version
of HieroLM where the long short-term memory
is removed.

» Transformer (Vaswani et al., 2017). We em-
ploy a single-layer encoder with nheads=16 and
dropout = 0 due to limited data.

4.3 Performance Validation

We summarize the main results in Table 3, with the
following observations:

* Hieroglyphic vocabulary is restrictive. Next
word prediction is intrinsically hard due to the
high degree of freedom of modern languages.
There are often multiple legitimate next words
that make perfect grammatical and semantic
senses for an input context. The SOTA LSTM-
based language model for English trained on
billion-scale datasets by Google only achieves a



Dataset Metric NPLM  Transformer RNN HieroLM
Perplexity 41.57 52.21 42.25 26.50
AES Accuracy 0.3075 0.3143 0.3828 0.4525
F1 Score 0.0485 0.0488 0.1201 0.1420
Perplexity 28.75 38.59 31.89 21.59
Ramses Accuracy 0.3553 0.3727 0.4387 0.4895
F1 Score 0.0775 0.0905 0.1933 0.2074
Perplexity 42.14 53.78 43.34 26.48
Mixed Accuracy 0.3022 0.3151 0.3801 0.4450
F1 Score 0.0481 0.0466 0.1377 0.1421

Table 3: Main performance results.

perplexity of 30 (Jozefowicz et al., 2016). How-
ever, HieroLM achieves a perplexity of ~26 with
less than a million words, indicating that the hi-
eroglyphic vocabulary is highly constrained.

Recurrent architecture dominates. As the ta-
ble shows, in face of small datasets, models with
recurrent architecture (HieroLM and RNN) ex-
hibit consistent superiority. This proves the re-
current models’ ability to capture local semantic
affinity with limited data.

LSTM enhances performance. The compari-
son between HieroLM and RNN is a natural ab-
lation study. The outperformance of HieroLM
w.r.t. RNN proves that LSTM can enhance the
model by long-range perception.

Transformer is less-suited for this task. We
can see that Transformer underperforms Hi-
eroLM, which demonstrates that its architecture
is less suitable for this task due to limited data.

4.4 Multi-shot Prediction Performance

In reality, it is common for a number of contiguous
hieroglyphic words to be missing together, which
makes it important to evaluate the model’s abil-
ity to predict a series of words accurately without
teacher forcing. Figure 3 presents the accuracy of
HieroLM for multiple following words. We can
observe a favorable diminishing decrease in accu-
racy with the increase of prediction range. It is also
worth noting that the model maintains an accuracy
of over 14% on predicting 4 words in a row.

4.5 Resistance against Data Scarcity

A big obstacle in leveraging ML for hieroglyph
recovery is data scarcity, which manifests on two
levels: On the corpus level, the total number of hi-
eroglyphic sentences from ancient artifacts are lim-
ited. On the sentence level, many hieroglyphic sen-
tences are incomplete due to erosion, with only few
identifiable symbols. The short context increases
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Figure 3: Multi-shot prediction accuracy.

difficulty in inferring missing words. To evalu-
ate HieroLM’s robustness in resisting the sentence-
level data scarcity, we group test sentences by their
length and calculate accuracy of HieroLM and
RNN on each group. Figure 4 shows that the mod-
els generally perform worse with shorter context
(except group [1,5) on AES, as AES contains many
short but formulaic phrases), but HieroLM con-
sistently outperforms RNN on all context lengths,
demonstrating its robustness under scarce input.
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Figure 4: Accuracy with different context lengths.

4.6 Word Embedding Quality

In this section, we illustrate the effectiveness of
HieroLM by inspecting the word embeddings it
learns on the Mixed dataset. Specifically, we map
the embeddings of all words to the 2-D space with
PCA and visualize some common words that fre-
quently appear on Egyptian artifacts in Figure 5,
which shows a distribution of word embeddings
that reflects the semantic of offering from the sub-
jects (the mortals) to the targets (the gods).

4.7 Hyperparameter Analysis

We explore the sensitivity of HieroLM with respect
to key hyperparameters including embedding size,
hidden dimension size, and dropout rate. The re-
sults also provide ground for our choice of hyper-
parameters. Due to space limit, we present the re-
sults in Appendix B.
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Figure 5: Embeddings of common hieroglyphic words.

4.8 Case Study

We demonstrate HieroLM’s ability to learn seman-
tic patterns by two concrete cases corresponding to
two common patterns in Egyptian hieroglyphs.
Case 1: Offering formula. Below is the #1563

sentence in the test set of the Mixed dataset.
Processed MdC:

nkAn wrswnw pnTw mAaxrw
Transliteration:

nkin wr-swn.w pntw m3® hrw

English Translation:

For the ka of the great physician Pentu ,

the true of voice. >

This sentence is a common conclusion of the of-
fering formula. It has a fixed format: [n k3 n] +[7i-
tle and name of the deceased] + [m3® hrw], where
m3* hrw ("the true of voice”) is a universal title
for the deceased. Upon seeing n k3 n and the title
and name of the deceased, HieroLM is capable of
predicting that the following words are m3¢ hrw.
Note that this is an example of successful 2-shot
prediction.

Case 2: Titles of kings. Below are the first few
words of #8779 sentence in test set of the Mixed
dataset.

Processed MdC:

nswt bj tj nb tA du wsr mAa traw stp n
jmn zAra ..
Transliteration:
nswt-bity nb tz.du Wsr-m3‘t-r stp.n-imn
CE S
English Translation:

King of Upper and Lower Egypt, Lord of

the Two Lands, Ramesses IV, Son of Re ...

*In ancient Egypt, ka refers to a part of human soul that
leaves the body upon death.
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This part of the sentence contains the name and
titles of the king Ramesses I'V. Titles of kings in
ancient Egypt have rigorous formats. nswt-bity
(’King of Upper and Lower Egypt”) is the title pre-
ceding the coronation name of the king, and s3 ¢
(’Son of Re”) is a title commonly following the
king’s name. After seeing nswt-bity and the name
of the king, HieroLM can infer that the following
words are likely to be s3 r*. When we feed in the
sequence "nswt bj tj nb tA du wsr mAa t raw
stp n jmn”, the model responds with ”zA”, and
when appending ”zA” to the input, it outputs ra”,
which is also a 2-shot prediction example.

5 Conclusion

In this paper, we exclusively propose to model
Egyptian hieroglyph recovery as a next word pre-
diction task addressed by language models. Con-
sidering the data scale and the local semantic affin-
ity, we propose HieroLM with LSTM architec-
ture, which achieves significant accuracy in exper-
iments. Its notable performance on multi-shot pre-
dictions and short input contexts makes it practi-
cal in archaeological research to infer missing hi-
eroglyphs and complement CV models. In the fu-
ture, we plan to explore potential ways of integrat-
ing computer vision models and language models
into a unified and effective hieroglyph recovery
system.

6 Limitations

In this work, due to limited data availability, we
had little success in leveraging the power of the
state-of-the-art Transformer models. While it is
not impossible to tailor Transformer to smaller-
scale data, it requires sophisticated training tech-
niques (Popel and Bojar, 2018) and is known to
be less robust in some cases (Liu et al., 2022). In
the future, we aim to explore how self-attention-
based architectures can be adapted to Egyptian hi-
eroglyphic texts.
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A More Details on Experimental Settings

A.1 Evaluation Metrics

We evaluate the models on 3 metrics:

Perplexity. 1t measures the model’s probability
of predicting the correct word. A lower perplex-
ity score indicates better predictive performance
and a higher confidence for the prediction.

* Accuracy. 1t is the ratio between the number of
correct predictions and the total predictions. It
reflects the practical efficacy of our models in
real-world application.

e F1 Score. This metric harmonizes precision
and recall, providing a balanced view of perfor-
mance across all classes. We use the macro av-
eraging method in F1 calculation.

A.2 Hyperparameters and Training
Configurations

For fair comparison, we adopt an embedding size
of 1024 and a hidden dimension size of 1024 for
HieroLM and all the baselines, based on the hy-
perparameter analysis in Section 4.7. The dropout
rate is searched individually for each dataset. We
employ a learning rate decay and early stopping
strategy, such that when the validation perplexity



stops decreasing for 5 epochs, the learning rate de-
cays by half, and the training will be stopped after
five decays.

B Hyperparameter Analysis

In this section, we investigate the sensitivity of Hi-
eroLM with respect to key hyperparameters includ-
ing embedding size, hidden dimension size, and
dropout rate. The results, as summarized in Fig-
ure 6, also provide basis for our choice of hyperpa-
rameters.
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Figure 6: Test accuracy w.r.t. embedding size, hidden
dim size, and dropout rate.
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Abstract

Prompt engineering holds the promise for the
computational literary studies (CLS) to ob-
tain high quality markup for literary research
questions by simply prompting large language
models with natural language strings. We test
prompt engineering’s validity for two CLS se-
quence labeling tasks under the following as-
pects: (i) how generalizable are the results of
identical prompts on different dataset splits?,
(i) how robust are performance results when
re-formulating the prompts?, and (iii) how gen-
eralizable are certain fixed phrases added to
the prompts that are generally considered to
increase performance. We find that results are
sensitive to data splits and prompt formulation,
while the addition of fixed phrases does not
change performance in most cases, depending
on the chosen model.

1 Introduction

Large language models (LLMs) have taken over
the field of natural language processing (NLP) in
the past years. LLMs implement the transformer ar-
chitecture and are fine-tuned to follow instructions
(Mishra et al., 2022; Zhang et al., 2024), which also
led to the introduction of a new paradigm: ‘prompt-
ing’.! In contrast to pre-training, fine-tuning or
classical machine learning, prompting does not ac-
tually update the weights of the model itself. In-
stead, prompt strategies aim at producing the best
possible prompt for a given task (Liu et al., 2023),
thus providing a textual context for the model to
generate reasonable replies.

LLM-prompting is a promising development for
digital humanities in general, because task descrip-
tions can be expressed in natural language, pre-
sumably making it easier to connect to classical,
non-digital research in the humanities. This may
also apply to the model’s output, if it is in natural
language or can be verbalized (correctly) as such.

'Also called ‘in-context-learning’ (Brown et al., 2020).
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A distinction can be made between two prompt-
ing scenarios: i) Interactive prompting, as with a
chatbot, is the scenario in which most people cur-
rently experience LLMs, as it is easily available
even without technical background. It is character-
ized by a direct application and associated implicit
validation, often used in an exploratory manner.
Note that results obtained must not be perfect or
even correct to be useful, and in following Gricean
conversation maxims (Grice, 1975), human users
put in interpretation effort to make sense of the
results. ii) Batch-use comes into play if prompts
are applied to a large(r) quantity of data, and the
LLM is used for automatic detection of some tex-
tual concept. This paradigm is closely related to
established machine learning scenarios, and thus
needs to follow established machine learning best
practices. The remainder of this article is about this
batch-use of LLM prompting.

Evaluation of LLMs can also be separated into
two areas: 1) With the goal of evaluating LLMs as
such (and unrelated to a specific task), they are usu-
ally confronted with test items from multiple bench-
mark data sets that cover a certain range of tasks.
ARC (Clark et al., 2018), for instance, defines 7787
natural science questions with four possible an-
swers, out of which one is correct. The model is
tasked to provide the identifier of the correct an-
swer. Models can then be ranked according to their
(average) performance on such benchmarks, result-
ing in rankings such as the HuggingFace Open
LLM Leaderboard?. ii) For a task-specific evalua-
tion, reference data for the specific task is needed,
and allows comparing system and reference output
as is established in machine learning. In both eval-
uation setups, it is important to realize that what
is evaluated is not (only) the model itself, but a
tuple of model, task formalization, parameters and
prompt, and that an exhaustive evaluation of all pos-
sible settings is usually not possible. This paper, as

2https: //tinyurl.com/3ms6bmhm
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do many others, selects a number of parameters for
the experiments and this selection has theoretical
and pragmatic reasons.

This paper explores the use of LLM-prompting
in computational literary studies (CLS). CLS an-
alyzes literary texts and text corpora using meth-
ods of statistics, machine learning and NLP. In
doing so, CLS draws partly on traditional literary
studies, but does so with the help of data-driven
approaches and methods. Past studies in CLS fo-
cused on authorship attribution, drama and genre
analysis, literary-historical questions, narratologi-
cal and gender analysis and questions of canonicity
(cf. Schoch et al., 2023; Pielstrom et al., 2023; An-
dresen and Reiter, 2024). Non-computational liter-
ary research questions are typically highly complex,
context-dependent and embedded in a deep theoret-
ical framework, that is often expressed somewhat
vaguely. Addressing such questions thus requires
a multitude of tools and methods that form com-
ponents in an argumentation that uses manual and
automatic work steps. The tasks we discuss in this
paper are representative for such components.

Concretely, this paper’s contribution is the sys-
tematic evaluation of a number of LLMs and
prompts on two different CLS-relevant sequence
classification tasks for which manually annotated
reference data sets exist. Sequence classification in
NLP is the task of assigning a categorical label to
each element in a sequence of data, such as words
in a sentence or characters in a word. Such tasks
are complex as they combine two potentially sep-
arate work steps in one: the selection of a token
span to be classified and the classification of this
span. Such tasks are common in CLS as manual
annotation tasks.>

An important methodological aspect of such an
evaluation is that as soon as prompting strategies
make use of manually or automatically optimizing
prompts on a data set (“prompt engineering”), this
needs to be treated as a training process, even if
no weight updates are performed: Selecting the
best prompt on a data set and evaluating its per-
formance on the very same data set is a case of
overfitting and the measured performance is not
indicative of its performance on new data. This

3Following the categorization of classification tasks in
cultural analytics according to Bamman et al. (2024), this
primarily involves the category of “replacing human labeling
at scale,” which is also a prerequisite for “top-down theory
testing”. Note also the survey paper by Hatzel et al. (2023) on
machine learning in computational literary studies.
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does not mean that performance on unseen data
must be lower in every case — if the model-prompt-
combination has generalized properly, it may even
achieve similar performance on unseen data. We
suspect that in practice this optimization process
is usually based on a small, hand-picked selection
of examples, and often not evaluated on an inde-
pendent test set. Accordingly, to avoid overfitting,
we propose to follow established best practices and
make a (documented) split into train and test data,
with similar roles as in classical machine learning:
Train data is used to optimize a prompt and test
data to evaluate it.

Research questions. Against this background,
we will focus on the following three research ques-
tions: i) How generalizable are performance
measurements? This question rests on the as-
sumption that a good model shows similar perfor-
mance on different data sets. If its performance
varies strongly, the model has failed to capture the
essence of the task. ii) How robust is the model
against meaning-preserving prompt variations?
This question is related to the issue that Mizrahi
et al. (2024) have uncovered (and named “prompt
brittleness™): That the performance of prompted
LLMs reacts very strongly to minor changes in the
prompts, be it minimal changes such as adding or
changing punctuation marks, or lexical changes
such as paraphrasing the task. iii) How general-
izable are recommendations on prompt compo-
nents? Because an exhaustive search over all pos-
sible prompts (or other parameters) is impossible,
prompting usually relies on best practices devel-
oped in interactive prompting scenarios (Saravia,
2022; Bsharat et al., 2024), such as promising the
model a reward. Our question is to find out whether
following these best practices for non-interactive
prompting leads to consistently best (or even good)
results. L.e., we investigate if general recommenda-
tions on how to construct a prompt actually lead to
performance gains and/or consistently best results
on CLS tasks and data set.

Documentation of all our experiments (including
prompt templates) is done in a GitHub repository,
to facilitate the reproduction of our experiments.*

2 Related Work

Several studies in NLP use LLMs for classic clas-
sification tasks. Balkus and Yan (2023) use GPT-

4https: //github.com/pagelj/prompt-cls
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3’s API to classify the topics of short texts and
use both the generative completion capabilities as
well as a dedicated classification end point of the
API. Zhao et al. (2023) use ChatGPT to classify
agriculture-related texts with regards to sentiment,
prediction of natural disasters and text topic. Wang
et al. (2023) test GPT-3.5, GPT-4 and Llama 2 on,
among others, sentiment analysis of tweets. In ad-
dition to this, Clavié et al. (2023) show that in the
binary classification of qualification requirements
for job advertisements, LLMs such as OpenAlI’s
text-davinci-003 model clearly outperform classi-
cal ML approaches such as SVM but also smaller
‘foundational models’ such as DeBERTaV3.

Many studies investigate the influence of
prompts for prediction performance (Schick and
Schiitze, 2021; Zhao et al., 2021; Perez et al., 2021;
Lu et al., 2022; Ceron et al., 2024). All come to
the conclusion that the form and quality of man-
ually crafted prompts is highly influential on per-
formance and often suggest methods for automati-
cally generating prompts or using methods such as
prompt tuning to circumvent the shortcomings of
hard prompts. Many studies distinguish systemati-
cally between different prompt components, such
as “Definition”, “Things to Avoid”, etc. (Mishra
et al., 2022). Sadr et al. (2025) investigate which
words are most important in a prompt by system-
atically replacing words in prompt components
like “Let’s think step-by-step” and measure the
change in performance via a newly introduced met-
ric. They find that nouns are consistently among the
most important words regarding prediction and that
the most important word varies according to the
task performed. Mizrahi et al. (2024) demonstrate
how single prompts lead to chance-based outcomes
and suggest using a suite of prompts and averag-
ing over their performance (this strategy is called
‘prompt ensemble’ in Liu et al. (2023)). Lastly,
Schaeffer et al. (2023) suggest that the proclaimed
emergent abilities of LLMs disappear once appro-
priate evaluation metrics are used.

The largest study on the usages of LLMs for
classification tasks in a computational humanities
context to date comes from Ziems et al. (2024).
They work in the context of computational social
science and perform zero-shot learning on a wide
variety of tasks on different textual levels such as
sarcasm and ideology detection, misinformation
detection, empathy classification, politeness, event
detection and roles and tropes. The study uses one
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prompt template per task and does not address the
potential impact of prompt brittleness on the evalu-
ation. They find that, except for certain minor tasks,
LLMs in a zero-shot setting are not able to outper-
form fine-tuned classifiers or replace the work of
human annotators (Ziems et al., 2024, p. 240).

Pichler and Reiter (2024) come to a similar con-
clusion in the context of an ICL-experiment in the
CLS, in which they investigate the extent to which
OpenAl’s text-davinci-003-LLM can reproduce the
performance of smaller older models used by Piper
(2020) in the course of a classification task based on
complex knowledge from literary theory, namely
the determination of domain specific generalizing
statements in literary studies.

Pagel et al. (2024) tested several open and close-
sourced LLMs in zero and few-shot setups on the
task of identifying knowledge transfers about fam-
ily relations in German dramas. They also conclude
that, in the current state, LLMs are not suitable to
sufficiently perform high-level CLS classification
tasks out-of-the-box.

Bamman et al. (2024), recently published as
a pre-print, arrives at differentiated results. The
study identifies ten tasks from computer-assisted
text analysis, characterized as cultural analytics,
for which annotated reference data is available, and
investigates how well these tasks can be solved
by LLMs compared to pretrained language mod-
els (PLMs). The choosen LLMs are GPT-4o,
LLaMA 3 70B and Mixtral 8x22B, which are
prompted with a single prompt template contain-
ing 10 examples but no Chain-of-thought-prompts.
They find that “LLMs offer competitive perfor-
mance through prompting alone for established
tasks, while traditional supervised methods excel
for newly constructed phenomena (even in scenar-
ios with limited training data)”. In a further compar-
ison, for which the models were fine-tuned on the
task-specific reference data, the performance differ-
ences between masked PLMs and LLMs are even
smaller. Issues of prompt brittleness and prompt
generalizability are not addressed.

Hicke et al. (2024) perform zero-shot classifi-
cation for focalization on 16 Stephen King nov-
els with LLAMA 3 and GPT-40 and compare to a
NaiveBayes and DistilBERT baseline. They find
that GPT-40 performed best with an F1 score of
86.90, but also that initial inter-annotator agree-
ment between the three annotators was relatively
low with Krippendorff’s o of 0.55. However, an ad-



judicated version could be created after discussion
between the annotators. They also find a correla-
tion between a model’s confidence scores and its
performance, as well as a robustness of GPT-40’s
performance with regard to multiple runs and small
changes in the prompt.

We are not aware of any studies dedicated to
sequence classification tasks in CLS.

3 Sequence Classification Tasks and Data

This section describes the two sequence classifica-
tion tasks (emotion and event) and data sets used
in our experiments. Note that the event dataset is
in German, while the emotion dataset is in English
language. Regarding the issue of data leakage (Bal-
loccu et al., 2024), please also note that both the
emotion and event dataset are publicly available.
It can therefore not be excluded that (parts of) the
public data sets and their annotated labels have
been included in the pre-training of our models.

Emotion The dataset for the emotion task is com-
ing from work by Kim and Klinger (2018) and is
called REMAN (Relational Emotion Annotation
for Fiction). They provide annotations of 200 En-
glish texts from Project Gutenberg® and annotate
the emotions anger, anticipation, disgust, fear, joy,
sadness, surprise and trust plus a category other
emotion for cases that do not fall into one of the
above. Annotated is either a single word or phrase
with a preference for shorter spans. For instance,
the annotated span for the sentence “His smile was
distinctly attractive.” is “smile” and was given the
joy-label. In a multi-step process, all spans that do
not match exactly between annotators, but overlap,
were adjudicated by an expert.

Kim and Klinger provide baseline experimental
results on predicting emotions on their dataset, us-
ing dictionary and bag-of-words-based baselines,
a conditional random field (CRF) model as well
as a long short-term memory model (LSTM) ar-
chitecture with a CRF classification on top. The
LSTM-CREF performs best with an F1 score of 43 %
in a strict setting where all spans have to match ex-
actly, but the authors note that recall is low for
both models. They report inter-annotator agree-
ment scores for their annotations, ranging from an
average Cohen’s x of 0.11 for anticipation to a K
value of 0.35 for joy. See Table 3 for an example
of each emotion.

5https://www.gutenberg.org/

35

Event Vauth and Gius (2022) take six German-
language texts from the TextGrid® and d-
prose (Gius et al., 2021) repositories. They an-
notate three different event types, process, stative
and change of state, as well as non-event (see Vauth
and Gius, 2021). Each span receives exactly one of
these labels.

The original annotation task consisted of three
parts: In a first step, the annotation span had to be
identified, in a second step it had to be marked with
the corresponding labels, and then in a third step
subordinate property tags had to be assigned. Fol-
lowing this procedure, they achieved an agreement
for these event types of Krippendorff’s o between
0.57 and 0.75, depending on the text.

To our knowledge, there are currently no pub-
lished studies on automatic annotation of the
dataset. Examples for annotation spans for each of
the four categories look like the ones in Table 4.

4 Formalization

In this section, we describe which measurement
techniques we use to answer the three research
questions introduced above. In general, our
prompts consist of a frame structure describing
the role of the LLM, the task, the expected output
format, and the labels to be used, with slots for vari-
able components and the text to analyze: A prompt
is thus defined as a complete input sequence that
realizes one of 8 possible combinations of so-called
prompt components, where prompt components are
elements that can be switched on and off. The
implementation of one of these 8 possible combi-
nations as a prompt, we call prompt configuration.
Additionally, there are 3 paraphrases (semantically
equivalent reformulations) of each prompt. These
were generated automatically by using GPT to gen-
erate 10 alternative reformulations based on an ini-
tial manually created prompt that follows current
prompt engineering recommendations, from which
we then manually selected three. All in all, this
leads to 4 * 8 = 32 different prompt configurations
— for each model and each task — which results
in a grand total of 64 different prompts and 256
model runs.

4.1 RQI1: Generalizability of Performance
Measurements

To check whether and to what extent a particular
prompt configuration performs equally well on dif-

6https://textgridrep.org/
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ferent test samples, we proceed as follows: For
each model, we test each prompt configuration on
two test data sets and calculate the difference and
p-values between the F1 scores obtained using a
paired sample t-test. This way, we test the null hy-
pothesis that different data samples have no effect
on the performance.

4.2 RQ2: Robustness against
Meaning-Preserving Prompt Variations

In order to investigate how robust each model is
against semantic rephrasings in prompt formula-
tions, we first define (with the help of a language
model) four different but semantically equivalent
paraphrases of each (fully instantiated) prompt.
These changes cover the entire prompt: Next to the
prompt components, elements of the frame struc-
ture of the prompt are also reformulated (see list-
ings 1-4). We then look at the standard deviation
of F1 scores over each of those prompt variants by
comparing the paraphrases that realize the same
components. We hypothesize that a more robust
model is less sensitive against these paraphrases,
and thus shows lower standard deviation.

4.3 RQ3: Generalizability of Prompt
Component Optimization

For the final research question, we investigate how
well different components added to a prompt gen-
eralize across tasks and models.

Under the term component, we understand
phrases or instructions added to the prompt that
are meant to improve model performance, but are
not specific to solving a concrete task. One of the
most popular examples of such a component is to
assign a role or occupation to the model and ask it
to provide an answer under the assumption that it
behaves like a person with the specified role (for
example “You are an expert mathematician”).

Bsharat et al. (2024) provide an extensive list
of principles to construct good prompts, including
prompt components, from which we pick three that
we perceive as currently popular options: (i) the
model gets bribed to give a good answer, (ii) the
stakes are high, and (iii) the model should think
step by step.’

Concretely, we checked which of the prompt
components were present in the best performing
prompts per model and how often. This investi-
gation sheds light on which components actually

"For the specific formulations of the components, see sec-
tion B
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make a measurable positive impact on performance.
We hypothesize that, provided the components are
actually useful in boosting model performance,
they should appear in all or close to all of the best-
performing prompt variations.

S Experiments

We carry out experiments on all tasks de-
scribed above, using the following LLMs:
GPT® (GPT-40’), LLAMA (Llama3.1-8B-
Instruct (AI@Meta, 2024)'%, MIXTRAL (Mixtral-
8x7B-Instruct (Jiang et al, 2024)'), and
SAUERKRAUT (SauerkrautLM'?). The models
provide a balance of close and (semi-)open
source systems and with SAUERKRAUT there
is a model that was especially re-pretrained
on German language texts. Furthermore, all
models displayed high scores on popular NLP
benchmarks and should therefore generally be
able to tackle the two CLS tasks. Due to the
computer resources available, we quantified
LLAMA and SAUERKRAUT into a 4-bit version
using HuggingFace’s bitsandbytes library.

5.1 Experimental Setup

For the Event dataset, we remove annotated cate-
gories which occur less than 600 times. This leads
to the change of state class being removed, leaving
us with the process, stative and no event labels. We
use a single text out of four, Effi Briest by Theodor
Fontane, as it is by far the longest text and the only
one for which the requirement of 600 instances
per class can be kept. As the Emotion data set is
smaller, we have set a threshold of at least 150 oc-
currences per label. This leaves us with the classes
anger, disgust, joy, sadness and surprise.

From these samples, we create two random sub-
sets for each task, each with 15 % of the instances.
The distribution of labels in each subset corre-
sponds to the distribution of label occurrences in
the whole dataset. These sets are subsequently
called test I and test 2.

For all tasks, each prompt contained only a sin-
gle target sentence together with a fixed frame and

81n the following, we will use short names in small caps to
refer to the concrete models used in the experiments.
9https://www.wikidata.org/wiki/Q125919502
10https://huggingface.co/meta—llama/
Meta-Llama-3.1-8b-Instruct
"https://huggingface.co/mistralai/
Mixtral-8x7B-Instruct-ve.1
Zhttps://huggingface.co/VAGOsolutions/Llama-3.
1-SauerkrautLM-8b-Instruct
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some of the components (see Listing 1 for an ex-
ample). The models were asked to i) select word
sequences that match the definition and ii) assign a
class label in a second step. This procedure differs
from the standard procedure for text and sequence
classification in that the probabilities of the labels
for a selection of tokens are not determined by the
LLM, but rather the LLLM is prompted to gener-
ate both the text sequence to be classified and the
corresponding label. To evaluate the output of the
LLMs generated in this way, we mapped the clas-
sified text sequences to the input sentence, then
tokenized it and assigned the label “None” to all
those tokens that were not labeled. The evaluation
was then based on these token-label pairs.

For all models, we set the temperature to 0.1 and
left top_k at the default of 5, in order to get results
relatively close to deterministic for reproducability.
For all other hyperparameters, we used the model-
specific default values.

5.2 Results

Before discussing results related to our research
questions, the general, best possible performance
measured in F1 on the entire test set for each model
can be seen in Table 1. Note that different mod-
els achieve best performance with different prompt
configurations. As can be seen, performance scores
for the emotion task are generally lower than for the
event task. Best models are GPT (for emotion) and
MIXTRAL (for event). We also compare with cur-
rent average results from the HuggingFace Open
LLM Leaderboard that — albeit on very different
tasks than ours — are in a similar range. The Hug-
gingFace average is composed of scores for six
different benchmarks, including math problems,
formatting challenges and language understanding.
The leaderboard does not include results for GPT-
40. The similar range of results shows that the
scores in our experiments are not only due to our
CLS tasks, but also occur for more general tasks.
It should however be noted that the standard devia-
tion for the benchmark results from HuggingFace
are relatively high, with some benchmarks show-
ing scores of around 70% accuracy, while for other
benchmarks, the accuracy is under 10%.

5.2.1 Generalizability of Performance
Measurements

The results relevant to RQ1 can be found in Ta-
ble 2. Generally, the models achieve a mean of dif-
ferences for the different data sets between 4.2 %
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Model Emotion Event HF
GPT 27.04 29.03 -
LLAMA 19.21 28.93 28.20
MIXTRAL 22.72 32.6 23.84
SAUERKRAUT 21.79 28.04 28.68
Table 1: Overall best possible performance, mea-

sured in F1 score. Results have been achieved with
different prompt configurations. We also compare
to the average scores of the HuggingFace (HF)
benchmark on https://huggingface.co/spaces/
open-11m-leaderboard/open_l1lm_leaderboard,
last access on 15" November 2024.

Task Model Diff. (pp)
o GPT 7.7
% MIXTRAL 6.7
u% LLAMA 4.2
SAUERKRAUT 5.2
GPT 6.2
5 MIXTRAL 10.9
5 LiLAaMA 6.6
SAUERKRAUT 6.3

Table 2: Mean of differences of the F1-scores obtained
on the two test stets and p-values between the two test
sets per model for the Emotion and Event task. All
differences are statistically significant (p < 0.05).

and 10.9 %. While these numbers seem small, they
represent a deviation of up to almost 11 percentage
points in F1 score, which would be a substantial
difference for most applications. The differences
between the F1 scores on the two data sets are sta-
tistically significant on both tasks for all models
(p-values < 0.05). The null hypothesis that differ-
ent data samples have no effect on the measure-
ment of performance can therefore be rejected in
all cases. This indicates that the measurement of
the performance on one test set does not general-
ize well to another test set. It must therefore be
expected that performance on new/unseen data sets
is significantly different. Possible reasons for this
are a.) that the models did not properly generalize
(i.e., learn the true nature of the task) or b.) that the
two test data sets are distributed differently.

5.2.2 Model Robustness against Prompt
Variations

The results for RQ2 can be found in Tables 5 and
6 (see Appendix) for the emotion and event task
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respectively. Please note that the table shows mean
and standard deviation of the F1 scores on the entire
test data set (i.e., the union of fest I and test 2),
using four different variants of the prompts.

Generally, the models achieve a mean standard
deviation for the different component configuration
between 2.4 and 5.92%. While these numbers
seem small, they represent a deviation of up to 6
percentage points in F1 score, which would be a
substantial difference for most applications.

For the emotion task, LLAMA achieves the small-
est deviation over the formulations, and can thus
be considered the most robust model. For the
event task, SAUERKRAUT achieves the smallest
average deviation, although LLAMA’s deviation is
only slightly higher. GPT and MIXTRAL do not
show an interpretable pattern in this evaluation.

Compared to the results reported by Mizrahi et al.
(2024), we can confirm the observation that, de-
pending on the prompt formulation, any ranking of
the models can be achieved. We also note, however,
that the deviations are much smaller, albeit on a
generally low performance level.

5.2.3 Generalizability of Prompt Component
Importance

The analysis of prompt components, shown in
Figure 1 reveals that there are only few compo-
nents that occur in all best performing prompts
(steps three times, bribe one time out of a possi-
ble eight).!* Only for LLAMA, steps occurs in all
best performing prompts, making it the only occur-
rence were this happens. On average, components
occur only half of the time in all best performing
prompts across all models and tasks. Since this
is around chance level and we expected to see a
relatively high frequency for each component, we
conclude that the components are generally not a
useful addition to the prompts. Overall, no general
recommendation can be derived from these figures
for the inclusion of certain components in a uni-
formly designed prompt, at least for the two CLS
tasks and four models examined.

6 Discussion

Dividing the test data into two sub-data sets (RQ1)
shows a clear tendency: All four models perform in
a statistically significant way differently on the two
data sets. This is arguably not specific to prompting

RQ3 has only been evaluated on fest I, since it yielded
the best average performance scores.
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or large language models, but a general property of
machine learning approaches, although we are not
aware of work that systematically investigates this.
We believe this to be a consequence of how test data
is sampled, how much variety of the phenomenon
it covers, and, ultimately, how representative the
selected test sample is for other test samples or the
‘population’ in general. In particular the latter ques-
tion is not easy to answer, given that we are dealing
with historical and cultural data, which is subject
to a number of highly intransparent selection pro-
cesses (cf. Levi, 2013). Still, as it has been hinted
that large language models “understand” a prompt
(Bubeck et al., 2023)'# (which nobody has claimed
for classical machine learning algorithms), it can
be argued that if the models would have understood
those prompts, they would not show a statistically
significant difference on different test data sets.
The fact that different prompts lead to dif-
ferent responses (RQ?2) is not surprising per se.
What Mizrahi et al. (2024) have uncovered is that
meaning-preserving prompt variants (e.g., spelling
variation or paraphrases) also lead to different re-
sponses, and that — when ranking models for their
performance — the exact prompt formulation has
tremendous influence on the ranking of such mod-
els. They therefore recommend to use the mean
performance over multiple prompts. Generally, we
also observe a difference in F1 score depending on
the exact prompt. While model ranking is not our
prime goal here, different model rankings can be
established from our experiments as well — which
makes the search for the ‘best model’ for a given
task more complex. However, the differences we
observe are rather modest, with standard devia-
tions over various prompt variants between 2 and
6 points in F1 score. Still, if the overall absolute
performance results were better, a difference in this
range could very well have impact on the applicabil-
ity of such a model in practice. To address specific
tasks, there is no alternative to having annotated
reference data and experimenting with different
formulations and parameters. At the same time, ex-
haustively searching the best setting is impossible.
Finally, we have investigated recommendations
that are often given for manually constructed
prompts (RQ3), on what to include in the prompt.

'4The paper contains sentences such as: “One of the key
aspects of GPT-4’s intelligence is its generality, the ability to
seemingly understand and connect any topic, and to perform
tasks that go beyond the typical scope of narrow Al systems.”
(Bubeck et al., 2023, p. 7)
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Figure 1: RQ 3: Relative frequency of enabled prompt components in the best performing prompts for fest 1,

measured per model and task and across paraphrases.

Our results support these recommendations only
partially. First of all, we see different results for
different tasks. Across the two tasks discussed in
this paper, we can only extract three clear trends:
a) LLAMA seems to benefit from using the steps-
component (asking the model to think step by step).
b) The same component seems to be detrimental for
the SAUERKRAUT model. ¢) SAUERKRAUT, on the
other hand, benefits from the bribe-component for
both tasks. For all other components and models,
no tendency can be discerned.

In general, across the three research questions in
this paper, there seems to be a generalizability issue
(which is also discussed in recent papers in philos-
ophy of science, cf. Buijsman and Duran, 2024).
Generalizing from any scientific experiment to the
‘real world’ (or, more technically, from lab data
to application data) rests on certain assumptions
about model behavior and data sets. This applies
first to the performance measures that have been
achieved on a test set — assuming representativity
of the test set, performance will be roughly similar
during application. This is, in practice, impossible
to control and verify. Secondly, as the actual perfor-
mance of a model-prompt-pair varies substantially
depending on prompt variations, it is impossible
to recommend a model or prompt formulation that
is in general beneficial to the performance results.
This holds not only to the formulation variants of a
prompt, but, thirdly, also to the selection of prompt
components. While there is no reason to believe
that the same prompt component will always be

beneficial (or detrimental) to the results — properly
establishing prompt components that often lead to
better results would require either a huge project
or a number of meta studies that investigate many
different existing publications.

Conversely, the scientific use of LLMs and
prompting as a ML technique is usually not about
general chat functionality (as is a smart personal
assistant or “general artificial intelligence”), but
about very specific questions and tasks. The gen-
eral performance of a LLM (measured on some
benchmark) may not be indicative for the specific
tasks that a researcher from CLS has as their goal.
For solving specific tasks, using reference data as
train/test data still is the only way to systemati-
cally search for the best performing combination
of model, prompt and parameters.

7 Conclusions

We were able to show that (i) LLM models are sen-
sitive to data splits (ii) the choice of prompt-model
combination determines the success in performance
to a high degree and (iii) the helpfulness of fixed
components in the prompts to increase performance
can not be corroborated for all models for the given
tasks. Overall, it could also be shown that all tested
models have problems to reach satisfying results on
both tasks (emotion and event sequences classifica-
tion), casting doubt on the immediate usefulness of
in-context, zero-shot LLM-sequence-classification
for the given CLS tasks.
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Limitations

Due to the complexity of the model architectures,
which is known to be not publicly available for
many models (Liesenfeld et al., 2023), as well as
the effort involved in the manual creation of refer-
ence data curated by specialists, the present study
could not take into account all factors that we be-
lieve are relevant for assessing its results. This is
not least due to the fact that there is still no gener-
ally valid and generic formula for what is ultimately
relevant for the results that a specific LLM achieves
on specific data. Of the factors that we consider
relevant, we were unable to take into account the
following in particular: 1) The theory dependency
of the evaluation data: In the Digital Humanities
in general and CLS in particular, the theoretical
orientation determines which concepts are opera-
tionalized and how they are subsequently measured.
It can be assumed that alternative annotation guide-
lines that are also plausible from a literary studies
perspective can be created for the two tasks we
examined. In this respect, the classification tasks
evaluated here should be tested on several curated
reference data sets in order to check the extent to
which different operationalization approaches af-
fect the performance of the models via the detour of
the reference data. 2) The statistical representative-
ness of the data split: this is unclear since we only
worked with two test splits, although it is unlikely
that different splits on the current data would result
in significant difference in performance. 3) The
data on which the models were trained: for each
task, we only evaluated one dataset with certain
choices made that other datasets on the same task
might not contain. 4.) the answer-space-mapping:
i.e. it is completely unclear if the internal represen-
tations of the model that produce natural-language-
like output correspond directly to the assumptions
that domain specialists have when applying pre-
defined class-labels.

Another limitation that needs to be mentioned
is related to the tasks we discuss here: Both of
them have clear roots in CLS, although they may
not be what is ultimately interesting to a literary
scholar. Literary research questions, if they are not
on specific interpretations of specific texts, which
rules out quantitative approaches a priori, are com-
plex, multi-modal and highly context- and theory-
dependent. Addressing such tasks requires the inte-
gration of many different analysis components, and
we consider the two tasks under investigation to be
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able to fill the role of two such components. Thus:
Both event and emotion detection do not address
literary research questions per se, the detection of
events and emotions is a relevant ingredient for
many, more abstract, literary research questions.
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A Dataset Examples

Sentence

Class

For I fear the failing will go with me to the
grave that [ am very ready to be annoyed,
even to the loss of my temper, at the
urgings of ignoble prudence.

anger

She would brighten up greatly at this, tak-
ing it for a compliment of the best sort.

anti-

cipation

For I fear the failing will go with me to
the grave that I am very ready to be an-
noyed, even to the loss of my temper, at
the urgings of ignoble prudence.

disgust

Through all its tremor, there was a look
of constancy that greatly pleased me.

fear

His smile was distinctly attractive.

joy

Eh,” said the old man, staring at the
floor and lifting his hands up and down,
while his arms rested on the elbows of his
chair, ’it’s a poor tale if I mun leave th’
ould spot an be buried in a strange parish.

sad-
ness

Then she went on with a sudden out-
break of passion, a burst of summer thun-
der in a clear sky:

sur-
prise

”Not a doubt of it, my dear.

trust

Table 3: Examples for annotations (bold) in dataset

“Emotion”.
Sentence Class
Ich glaube, Mama wiirde sich freuen,
wenn sie wiiBite, da} ich so was gesagt
habe. stative
“I think mom would be happy if she
knew I said something like that.”
Sidonie nickte. ocess
“Sidonie noded.” P
Effi, als sie seiner ansichtig wurde, kam
. .. . . change
in ein nervoses Zittern; ¢
“Effi, when she saw him, began to trem- ©

» state
ble nervously;
In drei Tagen feiern wir Sylvester. non
“In three days we will celebrate New event

Year’s Eve.”

Table 4: Examples for annotations (bold) in dataset

“Event” from the text Effi Briest.
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B Prompt Templates

19

20

21

72

I )

26

be)

### Role
You are a literary scholar.

### Instruction

Your task is to classify parts of
sentences on the basis of labels
given to you.

This should be done in two steps:
First, extract the part of the
sentence to which one of the three
labels applies. Then output this
label.

Let's think step by step. <step>
I'm going to tip $1000 for a better
solution! <bribe>

### Labels
Select one of the following labels to
classify a text excerpt:

Label: process
Label: stative_event
Label: non_event

### Application

When annotating text snippets, the
following steps should be taken to
determine the appropriate label:

1. *xIdentify the Main Verbx=x:
Determine the main verb in the
sentence or clause to understand
the nature of the action or state
being described.

2. x*Analyze the Contextx*: Consider
the surrounding context to ensure
the correct interpretation of the
verb and the overall meaning of the

snippet.

3. x*Assign the Label=xx:

- If the text is purely
descriptive or provides background
information without any action,
label it as non_event.

- If the text describes a
state or condition without any
dynamic action, label it as
stative_event.

- If the text describes an
action or process that involves
change or progression, label it as
process.

### Output format

Use the following output format:
Part of Sentence to be labeled:
Label: str

str

Do NOT generate any more text or
repeat the input!

Doing this task well is very important
for my career. <stakes>

### What types of event can be found
in the following sentence: {snippet
3

Part of Sentence to be labeled:

Label:




L

Listing 1: Example prompt (Template 1; Event). The
occurrance of the component phrases is annotated in
angle brackets.

16
17
18

26

I )
*

### Role
You are a literary scholar.

### Instruction

Your assignment is to identify and
categorize specific segments of
sentences according to predefined
labels provided to you.

This process involves two steps: First
, isolate the relevant portion of
the sentence that corresponds to
one of the three labels. Then,
assign the appropriate label to
that portion.

Let's approach this systematically,
one step at a time.
I will reward $1000 for anyone who can
deliver a more optimal solution.

### Labels
Select one of the following labels to
classify a text excerpt:

Label: process
Label: stative_event
Label: non_event

### Application

When annotating text snippets, the
following steps should be taken to
determine the appropriate label:

1. *xIdentify the Main Verb=*x*:
Determine the main verb in the
sentence or clause to understand
the nature of the action or state
being described.

2. **Analyze the Context*xx: Consider
the surrounding context to ensure
the correct interpretation of the
verb and the overall meaning of the

snippet.

3. **Assign the Labelxx:

- If the text is purely
descriptive or provides background
information without any action,
label it as non_event.

- If the text describes a
state or condition without any
dynamic action, label it as
stative_event.

- If the text describes an
action or process that involves
change or progression, label it as
process.

### Output format

/| Use the following output format:

Part of Sentence to be labeled: str

Label: str

Do NOT generate any more text or
repeat the input!

33

### What types of event can be found

in the following sentence: {snippet
3
34| Part of Sentence to be labeled:
35| Label:
Listing 2: "Prompt (Template 2; Event; all
components)."
1| ### Role
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Listing 3:

You are a literary scholar.

### Instruction

Your objective is to analyze sentences
and label specific parts based on
the given set of labels.

This task should be completed in two
phases: Initially, identify the
segment of the sentence that
matches one of the three labels.
Subsequently, assign the
corresponding label to that segment

Let's break this down into manageable
steps.
I'm prepared to give a $1000 tip for a

superior solution.

### Labels
Select one of the following labels to
classify a text excerpt:

Label: anger
Label: joy
Label: surprise
Label: sadness
Label: disgust

### Application

When annotating text snippets, span
annotations of key words (e. g.,
afraid”) should be prefered, except
cases when

emotions are only expressed with a
phrase (e. g., "tense and
frightened”) or indirectly (e. g.,
"the corners of her mouth went down
u).

Each span is associated with one or
more emotion.

n

### Output format

Use the following output format:
Part of Sentence to be labeled:
Label: str

str

Do NOT generate any more text or
repeat the input!

### What types of emotion can be found
in the follwing text snippet: {
snippet?}
Part of Sentence to be labeled:
Label:

"Prompt (Template 3; Emotion; all

components)."



### Role
You are a literary scholar.

### Instruction

Your mission is to examine sentences
and categorize certain elements
using the provided labels.

6/ This should be accomplished in two
stages: First, pinpoint the portion
of the sentence that aligns with

one of the three labels. Then,
designate the appropriate label for
that portion.

(O S

s Let's tackle this challenge
methodically, step by step.
9| To encourage a superior answer,
provide a tip of $1000.

I will

### Labels
»| Select one of the following labels to
classify a text excerpt:

Label: anger
15 Label: joy
16 Label: surprise
17 Label: sadness
18 Label: disgust

### Application

21| When annotating text snippets, span
annotations of key words (e. g., "
afraid”) should be prefered, except

cases when

emotions are only expressed with a
phrase (e. g., "tense and
frightened”) or indirectly (e. g.,
"the corners of her mouth went down
"y

23| Each span is associated with one or

more emotion.

### Output format

Use the following output format:
Part of Sentence to be labeled:
28| Label: str

str

Do NOT generate any more text or
repeat the input!

3| ### What types of emotion can be found
in the follwing text snippet: {

snippet}

33| Part of Sentence to be labeled:

34| Label:

Listing 4: "Prompt (Template 4; Emotion; all

components)."
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C Full Results

Components Over 4 variants
— w é
T8 <8 5§ 2
= @ ©» = 72
- = =  IR27 5.24
- = 4 1858 5.31
- 4 = 1801 4.76
- 4 <4 1715 3.95
£ + = = 1774 465
O &4 = 4 175 4.83
+ 4+ = 1767 43
+ 4+ 4+ 1742 4.58
Mean 17.79 4.7
- = == 1447 2
- = 4 1541 3.04
- g = 1463 221
« =+ + 1516 253
5 + = = 1415 196
j + = <4+ 1527 2.46
+ 4+ = 1441 254
+ 4+ <+ 1519 247
Mean 14.84 2.4
- = = 1634 3.44
- = 4 1685 3.93
- g = 1674 354
21 - 4 4  16.52 3.35
ﬁ + = = 1692 4.14
X 4 = <4 1633 3.54
= 4+ 4+ = 1689 3.86
+ 4+ <4+ 1651 3.46
Mean 16.64 3.66
- = = 16.0 2.69
- = &4 1553 2.69
. = 4+ = 1574 248
2 = 4+ <+ 1587 288
S 4+ = = 1597 3.23
g + = 4+ 153 243
;:) + 4+ = 16.16 3.29
+ 4+ <4+ 1612 347
Mean 15.84 2.9

Table 5: RQ 2: Robustness against prompt variations
(emotion task)



Components  Over 4 variants

>

— » 5}
= @ »n »n p= A
- = = 218 3.9
- = 4 2203 3.69
- 4 = 2145 408
c = 4+ 4+ 218 391
O 4 = = 21929 388
+ = 4+ 2134 38
+ 4+ = 2148 39
+ 4+ + 2101 33
Mean 21.54 3.81
- = = 2022 3.05
- = 4 2017 4.46
. = + = 1947 314
= = + + 2059 456
=+ = = 1971 328
+ = 4+ 220 4.79
+ 4+ = 1971 367
+ + + 2143 439
Mean 20.41 3.92
- = = 243 6.08
- = 4 2398 572
- 4 = 92368 554
2 = + + 2418 584
2 4 = = 2407 59
< 4 = <4 238 5.86
= 4 4+ = 2451 653
+ 4+ + 2384 588
Mean 24.05 5.92
- = = 2219 368

L o= = 4+ 219 3
= = 4+ = 92236 361
E = 4 4 2246 3.79
§ + = = 2263 4.04
= + = 4+ 2204 301
+ 4+ = 2204 359
+ 4+ + 256 3.25
Mean 22.39 3.5

Table 6: RQ 2: Robustness against prompt variations
(event task)
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Abstract

Automatic poetry generation is an immensely
complex task, even for the most advanced
Large Language Models (LLMs) that requires a
profound understanding of intelligence, world
and linguistic knowledge, and a touch of cre-
ativity. This paper investigates the use of LLMs
in generating Russian syllabo-tonic poetry of
various genres and styles. The study explores a
character-level tokenization architectures and
demonstrates how a language model can be
pretrained and finetuned to generate poetry re-
quiring knowledge of a language’s phonetics.
Additionally, the paper assesses the quality of
the generated poetry and the effectiveness of
the approach in producing different genres and
styles. The study’s main contribution is the in-
troduction of two end-to-end architectures for
syllabo-tonic Russian poetry: pretrained mod-
els, a comparative analysis of the approaches,
and poetry evaluation metrics.

1 Introduction

Automatic poetry generation is a challenging task
that requires systems capable of handling multiple
levels of language understanding, including deep
comprehension of text, linguistic and world knowl-
edge, common sense, creativity, and an awareness
of syllabic and rhythmic structures.

As a form of artistic expression, poetry has been
produced in numerous languages, each with its own
unique poetic traditions and forms. While most
poetry generation systems focus on English and
Chinese, there are also efforts targeting other lan-
guages (Hdmildinen and Alnajjar, 2019; Hamalai-
nen et al., 2022; Chudoba and Rosa, 2024). How-
ever, the task of automatically generating poetry
in Russian remains underexplored and presents
unique challenges.

To address this gap, we explore neural net-
work architectures for the automatic generation
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of syllabo-tonic™! Russian poetry. Specifically, we
investigate whether transformer-based models can
effectively handle end-to-end generation of Russian
syllabo-tonic poetry across various genres, styles,
and forms. Our analysis reveals that mainstream
byte pair encoding (BPE) tokenization often fails
to align well with the structural units of Russian
syllabo-tonic versification. To address this, we pro-
pose and evaluate language models with character-
and syllable-level tokenization, training and testing
their performance on the poetry generation task.

We also conduct a detailed study of poetry met-
rics (subsection 5.1) and share our experiences us-
ing existing methods to assess the quality of gen-
erated poems. These methods include automatic
evaluation (Table 3) of fluency and poeticness for
several models, as well as human evaluation of the
overall quality of poetry generated by models with
character-, syllable-, and BPE-based tokenizations
(Table 1).

The contributions of our work are as follows:

* We propose several architectures utilizing
character-level tokenization, including the
CharLLLaMa model, based on the Llama archi-
tecture (Touvron et al., 2023), and the Char-
Mamba model, based on the Mamba selective
state space architecture (Kheradmand et al.,
2023). We have released the weights for the
CharLLaMa-1.3B ? and CharL.LaMa-2.6B 3
models;

* We compare character- and syllable-level lan-
guage models with baseline language models
after supervised finetuning (subsection 3.2) on
diverse poetry genres;

' All poetry terms marked with * are defined in the Glossary
in Appendix A.

2ht’cps: //huggingface.co/ai-forever/
charllama-1.3B

3https: //huggingface.co/ai-forever/
charllama-2.6B

Proceedings of LaTeCH-CLfL 2025, pages 47-63
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* We developed and open-sourced a library for
Russian poetry stress placement and meter
evaluation.*

* We demonstrate that small-sized language
models with syllable-level tokenization can
compete with larger general-purpose models
in poetry generation tasks.

2 Related work

Creativity has been shown to be closely linked
to human intelligence (Frith et al., 2021), mak-
ing computational creativity a compelling area of
research (Colton and Wiggins, 2012), including
the study of creativity in LLMs (Franceschelli and
Musolesi, 2024). Generative poetry, related to
artistic creativity (Ismayilzada et al., 2024), dif-
fers from other natural language generation do-
mains (Gatt and Krahmer, 2018) by its special lex-
ical and phonological constraints, as well as spe-
cialized metrics to evaluating the quality of gener-
ated poems (see Chen et al. (2024) as an example).
Recent advancements in LLMs have significantly
improved the quality of poetry generation, to the
extent that humans often cannot reliably distinguish
between poems authored by humans and those gen-
erated by LLMs (Porter and Machery, 2024).

Tokenization approaches. Despite the progress of
current generative models, there remains potential
for further improvement in the quality of poetry
generation. One area of research is alternative to-
kenization methods for LMs that circumvent the
shortcomings of the currently mainstream BPE to-
kenization. In the case of syllabic or syllabo-tonic
poetry, improvements can be achieved by using
character- or syllable-level tokenization (Belouadi
and Eger, 2022; Yu et al., 2024; Chen et al., 2024).

Character- and byte-level tokenization has been
used in various systems for automatic poetry gen-
eration based on recurrent neural networks (Zhang
and Lapata, 2014; Yan, 2016; Xie et al., 2017; Hop-
kins and Kiela, 2017; Tikhonov and Yamshchikov,
2018). After the invention of the transformer archi-
tecture, its applicability with character-based text
representation for poetry generation was also in-
vestigated (Belouadi and Eger, 2022). The need to
train the transformer language model from scratch
limits the availability of such experiments. In the
case of English language, there are open-source

*https://github.com/Koziev/
RussianPoetryScansionTool
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foundation models pretrained on vast corpora: CA-
NINE (Clark et al., 2022) and ByT5 (Xue et al.,
2022). CANINE is a family of encoder trans-
former models with tokens corresponding to Uni-
code codepoints. This model was utilized by Zhang
et al. (2024) in melody-to-lyrics generation system.
ByT5 implements an encoder-decoder architecture
with byte-level tokenization. An example of its use
for generating Czech poetry is available in Chu-
doba and Rosa (2024).

Syllable-level tokenization is a specialized vari-
ant of subword unit tokenization. Its effec-
tiveness for generating poetry has been studied
for several languages: Italian (Zugarini et al.,
2019), Czech (Chudoba and Rosa, 2024), Viet-
namese (Nguyen et al., 2021). Similar to character-
level tokenization, syllable-level tokenization ne-
cessitates either resource-intensive pretraining of a
language model from scratch or additional finetun-
ing of a pretrained model with byte-pair encoding
tokenization.

Generative poetry evaluation. A comprehensive
evaluation of generative poetry models, like other
creative models for open-ended tasks, poses signif-
icant challenges. Metrics designed for reference-
based tasks, such as machine translation, are often
unsuitable for this purpose. While perplexity is a
commonly used metric for assessing generative po-
etry models (Yan, 2016; Che et al., 2017; Zugarini
et al., 2019; Zhang et al., 2023; Hu et al., 2024), it
has notable limitations (Kuribayashi et al., 2021;
Wang et al., 2022). A standard alternative is to
evaluate and compare generated poems using hu-
man assessors, either experts or non-professionals.
However, this approach is costly and difficult to
scale. In this context, the LLM-as-a-judge method,
which has been applied to evaluate poems (Zhang
et al., 2024) and prose (Yang et al., 2024), offers a
promising solution for creative computation tasks.

Poetic texts exhibit structural properties that are
well-suited for formal evaluation, such as adher-
ence to syllable count per line, regularity in the
alternation of stressed and unstressed syllables (po-
etic meter’), and rhyme schemes”. A significant
advantage of this approach is the potential for full
automation. Corresponding metrics can be com-
puted during the evaluation phase, as demonstrated
by Nguyen et al. (2021); Possi et al. (2023); Chu-
doba and Rosa (2024).
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3 Data

To train and evaluate poetry generation models, we
required a substantial amount of Russian poetry
data. However, publicly available datasets, such
as Shavrina and Shapovalova (2017); Plechac et al.
(2023), are limited in size and insufficient for train-
ing generative models, particularly those based on
transformer architectures.

To address this limitation, we collected a large
volume of amateur poetry from various Internet
sources (Appendix E). These sources often lack
editorial oversight, leading to frequent spelling
and punctuation errors that can negatively impact
model performance. To mitigate this issue, we de-
veloped a rule-based spelling correction algorithm
to address the most common errors. Further details
about this algorithm are provided in Appendix B.

The collected poems also frequently exhibit de-
fects in adhering to poetic meter’ and rhyme”.
Since these defects cannot be automatically cor-
rected, we excluded such samples from the finetun-
ing dataset. To identify meter- and rhyme-related
defects, we used our custom library, described in
3.3.

3.1 Pretraining Dataset

Our pretraining dataset consists of two parts: 1)
prose texts and 2) poetry texts. All texts have been
annotated for stress with the library described in
3.3. The sources of the prose samples are presented
in Appendix E.

To ensure that various data types are well-
represented in the pretraining texts, the poetic data
was upsampled (He and Garcia, 2009), as it consti-
tuted only half the volume of prose data. Based on
our experiments, a fourfold upsampling of poetry
is near optimal: more aggressive upsampling leads
to a significant increase in plagiarism in the gener-
ated text, as models begin to reproduce memorized
training data.

The resulting dataset contains 65 billion char-
acters. The prose and poetry texts were randomly
mixed and segmented into 1024-character blocks,
starting with either <prose> or <poetry> tokens
to identify the content. This setup allows models
to generate poetry without extra finetuning by sim-
ply using the <poetry> token and an optional seed
fragment. However, to better control the poem’s
theme, style, and sentiment, instructive finetuning
is needed.
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3.2 Finetuning Dataset

Instructive prompts. All samples in the fine-
tuning dataset consist of an instructional prompt
with specific parameters paired with a poem. This
approach enables flexible control over the genera-
tion process by allowing users to specify all require-
ments directly in the prompt. This distinguishes
it from models that rely on keyword-based seeds,
as commonly used in systems like Boggia et al.
(2022).

To streamline the creation of instructional
prompts, we automated the generation process us-
ing an LLM, leveraging the collected poems as
input. Manual prompt collection is both time-
expensive and resource-demanding, making our
automatic approach more efficient. The LLM ana-
lyzes a given poem — examining its genre, struc-
ture, and other key elements before generating a
synthetic prompt. The input provided to the LLM
follows the following structure (example is trans-
lated from Russian):

Analyze the poem below in the genre
“GENRE”. Identify the main character,
central idea, author’s message, key con-
flict, emotions, vivid metaphors, and all
proper names in the poem. Insert these
into the “TEMPLATE” to create a task
for a poet. Output only the resulting task
sentence: “POEM”

TEMPLATE refers to a syntactic variation incorpo-
rating elements such as sentiment, emotion, length,
and poetic meter” to create diverse prompts. Ad-
ditional examples, including the original Russian
version, are provided in Appendix F.

Quality. The quality of the finetuning dataset sig-
nificantly affects poem generation results. Conse-
quently, we focused extensively on cleaning the
collected data. The dataset preparation code con-
tains procedures for correcting typographic defects,
including normalizing spaces, correcting commas,
spell checking (Appendix B), and a set of filters for
rejecting obviously bad poems. The filters include
a set of heuristics for detecting the most common
defects such as the repetition of some particles, as
well as checking for compliance with a number
of poetic rules. The latter is implemented through
the tool described in 3.3. Poems with severe meter
defects and missing rhymes are excluded from the
finetuning dataset, resulting in less than 15% of the
collected data being utilized.



Genres. In forming a corpus of poems for pretrain-
ing and finetuning, we did not limit its composi-
tion to any particular genre, style, or form, unlike
many other works e.g. (Lo et al., 2022). As a
result, the corpus contains, in addition to lyrics
with different poetic meter”, tonality, and theme,
also comic, satirical, and ironic poems, including
a number of hard forms: pirozhki®, chastushka”,
rubai”, limericks”, sonnets”, poems for children,
poetic riddles, hymns (Greene et al., 2012, page
356), congratulations in verse etc.

The finetuning dataset comprises a total of
1,704,418 samples, distributed across various gen-
res as follows: 52.7% lyrics, 24% hard forms,
11.9% humor and satirical poetry, 5% poems for
children, and 6.4% others. The primary sources of
poetry include:

o stihi.ru’ (72%),
» poetory.ru® (2.8%),
« chitalnya.ru’ (1.7%).

3.3 Accentuation and Poetry Scansion

For syllabo-tonic” poetry, the placement of stress
marks follows specific rules for alternating stressed
and unstressed syllables. Our algorithm supports
five meters: trochee”, iamb”, dactyl”, amphibrach”,
and anapest’. These five meters account for ap-
proximately 97% of all poems in the dataset. The
remaining 3% include dolniks™ and some excep-
tional cases (e.g., in the artishoki” genre).

For each stanza, the algorithm selects an optimal
meter based on the reference sequence of stressed
and unstressed syllables for the meter, the positions
of ideal stresses, and whether these ideal stresses
align with the permissible stress patterns of the
words.

Russian pronunciation allows for variability in
word stress, making automatic stress placement
a computationally intensive task. The accentua-
tor supports two main cases of variability: 1) cer-
tain phrases in the Russian language deviate from
standard rules (there are several hundred of these
phrases), 2) some words allow for variations in
stress within the same grammatical form. To ad-
dress this efficiently, the algorithm implements a
beam search. For each line, there are two variants
of stress placement, respectively, resulting in two

Shttps://stihi.ru/
6https://poetory. ru/
"https://www.chitalnya.ru
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clauzula” variants. The one that provides the best
rhyme combination can be selected among these
options.

4 Pretrained Models

The goal of this paper was to investigate whether
using a character-level tokenizer and pretraining
with it could improve automatic poetry generation.
We hypothesized that character-level tokenization
would represent text more accurately for poetry
generation compared to byte-pair encoding. To test
this hypothesis, we used two model architectures,
which are described in detail below.

4.1 CharLLaMa

The CharLLaMa models follow the LL.aMa archi-
tecture (Touvron et al., 2023). The only differences
are: 1) character-level tokenization, 2) adjusted in-
ternal dimensions. We pretrain the models on the
data described in 3.1. CharLLaMa is optimized to
handle character-level tokenization and complex se-
quential patterns, aiming to outperform BPE-based
models in capturing Russian poetry language struc-
ture. The initialization of the tokenizer vocabulary
(a set of tokens for the tokenizer) was performed
as follows: 1) the frequencies of Unicode symbols
in the pretraining corpus were analyzed; 2) rare
symbols with a frequency below 1000 have been
excluded. This yields a vocabulary of 375 tokens,
including special tokens <s>, </s>, <pad>, <unk>,
and two special tokens for marking fragments of
prose and poetry.

Two model variants were pretrained: 1.3B and
2.6B parameters (detailed specifications of the mod-
els are in Table 2).

Model training. CharLLaMa-1.3B model was
pretrained over 14 days using 1 DGX 8*A100,
leveraging CUDA V12.3.107 environment, and the
CharLLaMa-2.6B was pretrained over 24 days us-
ing 1 DGX 8*HI100 respectively. The learning
parameters are listed in Table 7.

4.2 CharMamba

When using character-level tokenization, it’s im-
portant to consider that it tends to make token se-
quences longer than methods like BPE or syllable-
level tokenization due to the higher fertility® as
shown in Table 8. Consequently, both model train-
ing and inference may take longer, in addition to

$Tokenization fertility was defined and analyzed for the

BERT tokenizer in https://juditacs.github.io/2019/
02/19/bert-tokenization-stats.html
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increased memory consumption during autoregres-
sive text generation and the time taken for generat-
ing text.

Given these limitations, we opted for the Mamba
architecture as the second model for exploration,
following the approach outlined in (Gu and Dao,
2023). Mamba is based on advancements in
structured state space models, with an efficient
hardware-aware design similar to FlashAttention,
enabling it to be more efficient and faster that
transformer-based models. We adopted the Mamba
implementation from the official repository * and
pretrain CharMamba on the dataset described in
3.1.

Model training. The CharMamba-1.3B model
was pretrained over 5 days using 1 DGX A100
system with 8 GPUs, utilizing CUDA V12.3.107.
The training parameters are detailed in Table 7.

4.3 Syllabo-tonic GPTs

Syllabo-tonic GPTs (stGPT) are based on the GPT-
2 architecture (Radford et al., 2019), with mod-
ifications limited to tokenization and the size of
hidden layers. We conducted experiments using
two model variants: a 100M-parameter model (re-
ferred to as “stGPT small”) and a 350M-parameter
model (referred to as “stGPT medium”). Detailed
specifications for both models are provided in Ta-
ble 2.

Both models were pretrained on 3.1 and fine-
tuned on 3.2 with hyperparameters listed in Table
7.

The tokenization algorithm for these models
works as follows. First, the text is split into sylla-
bles, ensuring that each syllable contains exactly
one vowel or consists of a single consonant (as
in the case of certain prepositions and particles).
Second, stressed syllables are marked using the
“combining acute accent” symbol,'° placed after
the vowel. Third, the token sequences in each line
of the poem are reversed from right to left, so that
the last token of the line appears first, followed
by the penultimate token, and so on. This reversal
simplifies the model’s task of selecting thyming syl-
lables during generation, reducing the likelihood
of unsuccessful poem generation. Without this
technique, the model might struggle to choose a
rhyme that satisfies both lexical and grammatical
constraints when reaching the end of a line. A

9https://github.com/state-spaces/mamba
Ohttps://unicodeplus.com/U+0301
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similar approach has been used by Benhardt et al.
(2018); Van de Cruys (2020).

5 Experimental Poetry Generation

5.1

Evaluating generative LMs, especially for poetry, is
challenging (Himaéldinen and Alnajjar, 2021) due
to the lack of ground truth answers and the subjec-
tive nature of poetry evaluation. Both automatic
tests and manual evaluations can assess poetry gen-
eration models. Poetry features strict structural
requirements, such as syllabo-tonic forms that ad-
here to specific patterns of stressed and unstressed
syllables. These elements can be verified algorith-
mically.

We introduced the metric technicality, calcu-
lated using the tool described in 3.3. A penalty is
applied if the ideal meter requires an unstressed
syllable, but the actual syllable in this position is
stressed. More than two consecutive unstressed
syllables are also penalized. A score of 0 indicates
that the text does not match the typical patterns of
syllabo-tonic poetry, while a score of 1 indicate
a perfect match to a classic meter. Intermediate
scores correspond to texts with varying numbers
of defects; the closer the score to 1, the fewer the
defects.

In addition to poetic meter, poems are typically
expected to include rhyme. To evaluate the mod-
els’ ability to generate rhymes, we measure the
rhyming level as the proportion of quatrains with
an ABAB rhyme scheme”. While this is a simplified
approach — since generated poems may exhibit
other rhyme schemes (e.g., ABBA, AABB, AABA) —
the ABAB scheme is the most common in lyric po-
etry and represents the majority of samples in the
training data.

Perplexity is a widely used automatic metric for
evaluating the fluency of generated poems (Yan,
2016). It is calculated using a pretrained LMs.
For our experiments, we used the ruGPT3-medium
model'! to compute perplexity. However, it is im-
portant to note that available LMs are typically
trained on general-purpose text and may not fully
capture the grammatical and stylistic nuances spe-
cific to poetry.

Out-of-vocabulary (OOV) rate is a simple met-
ric used to detect abnormalities in generated poems.
It measures the proportion of words in a text that do

Metrics

11https://huggingface.co/ai—forever/
ruGPT3-medium_based_on_gpt2
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not appear in the finetuning dataset. A higher OOV
rate indicates a greater likelihood of encountering
unusual or nonsensical vocabulary in the generated
text. The OOV rate is not a completely reliable in-
dicator of vocabulary defects, as poetry generation
is an open-ended task with no fixed dictionary. Lex-
ical innovations, such as neologisms and creative
word formation, are common in poetry. Poets often
experiment with language boundaries, producing
works like Lewis Carroll’s "Jabberwocky" (Carroll,
2001) and its translations into Russian,'?> which
consist of unconventional or invented words, or
the Russian genre of "zaum,"'3. However, in prac-
tice, "broken" vocabulary in generated poems often
arises not from the model’s creativity, but from a
domain shift caused by finetuning language models
like Mistral, ByTS5, or ruGPT3-medium on poetic
texts. This shift occurs because poetic language
differs significantly from prose in terms of vocab-
ulary, syntax, and the extensive use of figurative
language. As a result, despite its limitations, the
OOV rate is a simple and interpretable metric that
provides a reasonable estimate of lexical defects.

Side-by-side human evaluation. A team of an-
notators evaluated the generated poems by compar-
ing their outputs side-by-side with human-authored
poems. Each annotator was given a prompt along
with pairs of texts and instructed to select the text
that best represented a poem in response to the
given prompt. The criteria for comparing the texts,
arranged in descending order of importance, were
as follows:

* Poeticness: the text must be poetic and adhere
to the rules of Russian syllabo-tonic versifica-
tion.

* Fluency, coherence, and meaningfulness: the
text must be free of grammatical errors and
convey meaning.

* Prompt relevancy: the text must be relevant to
the given prompt.

The prompts were generated using an LLM in
a zero-shot setting, following a prompt schema
similar to the one used for the finetuning dataset
(3.2). For evaluation, we selected prompts suitable
for poems with lengths ranging from 4 to 8 lines.

Zhttps://prosodia.ru/catalog/stikhi/
lyuis-kerroll-drug-moy-boysya-barmaglota/

13https://library.fiveable.me/key—terms/
world-literature-ii/zaum
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Author 1 Author 2 Num. of pairs
CharMamba-1.3B  human 873
CharLLaMa-1.3B  human 840
CharLLaMa-1.3B  CharMamba-1.3B 686

Table 1: Statistics of poem pairs used in the side-by-side
evaluation study.

The total number of annotated pairs is 2,399,
with detailed statistics provided in Table 1.

5.2 Experiments

Comparison with BPE models. In the first experi-
ments, we evaluate the pretrained models listed in
Section 4 and several foundation models with BPE
tokenization: mGPT3—1argel4; Mistral-7B-v0.112;
FRED-T5-1.7B'®. All models were finetuned on
the instruction dataset (subsection 3.2).

Syllabo-tonic tokenization. In the second part of
the experiments, we examined the syllabo-tonic
tokenization of the text. Tokens in this approach
correspond to syllables, with separate tokens for
stressed and unstressed syllables. This type of tok-
enization attempts to overcome the main limitation
of character-level tokenization, which is the dif-
ficulty of capturing longer contexts. On average,
syllables in the Russian language consist of approx-
imately 2.3 letters, which aligns well with BPE
tokenization.

We tested two models with 100M and 350M
capacities, named “stGPT small” and “stGPT
medium”. Table 2 presents the models’ parame-
ters. These models were pretrained on a dataset de-
scribed in Section 3.1, then finetuned on the dataset
described in Section 3.2. Training hyperparameters
are presented in Table 7.

Table 4 shows the technicality scores for both
human- and LM-authored poems across several
genres.

Low-Rank Adaptation (LoRa). Full finetuning
was used for all compared models. Our experi-
ments with LLama 8B and LoRa demonstrated a
significant degradation of the technicality of the
generated poems, so we did not use this training
option for the final comparison.

4ruGPT3-large is the Russian analog of the GPT-2 model,
presented as a family of models of different sizes (Zmitrovich
et al., 2024). The large version has 760M parameters

SMistral-7B-v0.1 is the pretrained generative text model
with 7 billion parameters proposed by the MistralAl team

'*FRED-TS5-1.7B (Zmitrovich et al., 2024) is the encoder-
decoder pretrained model created for the Russian language
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Model N_positions N_embd N_head N_layer Num_parameters

stGPT small 1024 768 12 12 132,694,272
stGPT medium 1024 1024 16 24 365,840,384
CharLLaMa-1.3B 1024 1536 32 29 1,369,634,304
CharLLaMa-2.6B 2048 2064 24 28 2,641,199,664
CharMamba-1.3B — 1320 — 31 1,238,287,360

Table 2: Model characteristics of the explored architectures. N_positions - number of positional embeddings, N_emb
- token embedding size, N_head - number of transformer self-attention heads, N_layer - number of stacked decoder
layers, Num_parameters — number of models parameters.

Model Sampling parameters Technicality Rhyming level Perplexity OOV rate
stGPT medium temp=0.9 top_p=0.75 0.72 0.467 70.28 0.004
stGPT small temp=0.8 top_p=0.8 0.70 0.472 59.30 0.004
CharLLaMa-2.6B  temp=0.75 top_p=0.6 0.59 0.339 55.56 0.009
CharLLaMa-1.3B  temp=0.75 top_p=0.6 0.58 0.352 50.71 0.011
CharMamba-1.3B  temp=0.65 top_p=0.75 0.57 0.293 42.60 0.003
Mistral-7B-v0.1 temp=0.65 typical_p=0.75 0.57 0.192 72.41 0.012
FRED-T5-1.7B temp=0.8 typical_p=0.7 0.26 0.126 38.44 0.0029
ruGPT3-large temp=0.9 typical_p=0.7 0.06 0.002 45.59 0.0060
ByT5-large temp=0.9 top_p=0.7 0.02 0.001 124.62 0.016
ByT5-small temp=0.9 top_p=0.7 0.01 0.0 341.65 0.035
Human n/a 0.81 0.683 72.81 0.0038

Table 3: Automatic metrics for models trained on the finetuning dataset (subsection 3.2). Lower OOV rate values
indicate better performance, while higher values of rechnicality and rhyming level are preferred. temp in sampling
parameters stands for temperature.

Author sonnets rubai limericks chastushka depressyashka artishok poroshok
stGPT medium 0.712 0.596 0.613 0.689 0.591 0.361 0.578
stGPT small 0.699 0.559 0.636 0.702 0.533 0.266 0.567
CharLLaMa-2.6B  0.469 0.499 0.439 0.546 0.511 0.518 0.499
CharLLaMa-1.3B  0.495 0.522 0.484 0.568 0.504 0.487 0.496
CharMamba-1.3B  0.416 0.526 0.409 0.557 0.505 0.439 0.467
FRED-T5-1.7B 0.209 0.24 0.128 0.289 0.345 0.064 0.305
ruGPT3-large 0.059 0.063 0.048 0.079 0.132 0.031 0.064
Human 0.555 0.644 0.644 0.701 0.64 0.88 0.642

Table 4: Technicality scores for model- and human-authored poems across different genres. Higher technicality
values indicate better performance.

53



Token-less models. We have also explored the
performance of token-less models from ByT5 fam-
ily (Xue et al., 2022). These models employ a tok-
enizer that operates at the byte level for utf-8 text
encoding. It was expected that this tokenization
approach would also allow the model to process
individual characters of the text, thus helping the
model acquire the Russian phonetics.

Finetuning with instructive samples. All samples
for finetuning consist of an instructional prompt
and poem text. For decoder models, that is, all
except FRED-T5-1.7B, a special token separates
the prompt and the poem. Samples were randomly
combined into fixed-size batches with the right
padding using a <pad> token. Prompt tokens were
excluded from backpropagation in decoder models
by setting an attention mask for each sample.

Experimental setup. The automatic metrics for all
experiments were calculated uniformly according
to the protocol described below.

¢ The CharLLaMa, CharMamba, and stGPT
were trained from scratch according to the
procedure described in Section 4, and subse-
quently trained on the finetuning dataset (sub-
section 3.2). Other models were trained only
on the finetuning dataset. Models were fine-
tuned using the transformers library v.4.36.2.
The finetuning hyperparameters are described
in the Appendix 7.

To evaluate all the experiments and mod-
els, we use the test set of 1000 instructional
prompts, each instructing to “Compose a qua-
train about <theme>...” and being up to 200
characters long. All compared models were
prompted to generate lyrics quatrains. If a
model produced more than four lines, only
the first four were considered. Per-genre eval-
uation was performed using 600 instructions
following the format “Compose a poem in
genre <genre> about <theme>".

Nucleus sampling (Holtzman et al., 2019) was
used as a generation algorithm for all mod-
els. For each prompt, a single sequence of
tokens was generated and used as the result
for evaluation. The sampling parameters were
optimized for each specific model, with slight
variations, as different models have distinct
optimal configurations for these parameters.
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6 Results

The results of the experiments are shown in Tables
3 for 1000 lyrics quatrains and Table 4 of Appendix
refers for 600 generations of several other genres.
The metrics indicate that poorly written poems can
have lower perplexity, while human-authored po-
ems have higher perplexity. As noted by Yi et al.
(2018), it is essential to focus not only on the ab-
solute value of perplexity but also on how well the
obtained perplexity value fits within the range of
values typical for works written by people. It can
be helpful to approximate the corresponding distri-
bution with a Gaussian distribution with a specific
mean and variance.

The automatic evaluation results show that the
fine-tuned ruGPT3-large and ByT5 models per-
formed poorly in poetry generation, while Mistral-
7B-v0.1 achieved better scores. However, Mistral-
7B-v0.1’s generated poems had higher perplexity
and included many out-of-vocabulary words, likely
due to its limited pretraining on Russian texts. De-
spite this, Mistral outperformed other models using
BPE and byte-level tokenization, coming close to
specialized character-level models. The FRED-
T5-1.7B-based model performed slightly worse
in terms of technical quality and rhyme but pro-
duced texts with fewer language errors, as shown
by its lower perplexity and fewer out-of-vocabulary
words.

Experiments with stGPT demonstrated that trans-
former models using syllable-level tokenization
achieved the highest technicality scores among all
models. For sonnets, stGPT even surpassed human-
written poems in terms of technicality. However,
this tokenization method has several limitations, as
discussed in Section D. Additionally, while these
models excel in technicality, they often produce
texts with grammatical and fluency issues. These
flaws do not affect technicality or rhyming metrics
but reduce the overall quality of the poetry. Due to
these limitations, we chose not to scale these mod-
els to a capacity comparable to CharLLLLaMa-1.3B,
and no full-scale side-by-side evaluations were per-
formed.

Human side-by-side evaluation results. We used
expert side-by-side evaluations to assess poem qual-
ity, applying the Bradley-Terry model (Hunter,
2003) from the choix library!”. This model was
used to compare poems written by humans with

"https://github.com/lucasmaystre/choix


https://github.com/lucasmaystre/choix

Author Bradley-Terry Rate

Human 1.49
CharLLLaMa-1.3B 0.23
CharMamba-1.3B -0.20

Table 5: Bradley-Terry ratings for the compared models.

those generated by the models, as shown in Table 5.

Based on the side-by-side evaluation results, two
key conclusions emerge: (1) automatic metrics
alone are insufficient for a comprehensive and ob-
jective assessment of generative poetry, and (2)
the significant gap between human-authored and
generated poems suggests the need for further ex-
perimentation.

7 Conclusion

To summarize, our work focuses on generating Rus-
sian syllabo-tonic poetry across various genres and
styles. We experimented with different approaches,
such as character-level tokenization, using the Char-
LLaMa and CharMamba architectures. We exten-
sively compared these character-level models with
baseline models using various tokenization meth-
ods, finetuning them across datasets with different
domain and rhythm structures. As part of our re-
search, we created a new poetry spell-checking
algorithm and accentuation system, which we have
made available as open-source. Additionally, we
released the top-performing pre-trained model for
the Russian poetry generation. Finally, we pro-
pose poetry evaluation metrics and share insights
on utilizing existing methods to assess the quality
of generated poetry models.
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Limitations

This study has several significant limitations, which
are discussed below.

Length of context. Although our generative LMs
achieve solid results and promote state-of-the-art
performance on various tasks, their context win-
dow size limits the model application on long-
context tasks. The window size for CharL.L.aMa-
1.3B and CharMamba-1.3B is 1024 tokens, and
for CharLLaMa-2.6B, it is 2048 tokens. Remem-
ber that char tokenization imposes stricter limits
on the number of words for processed sequences
compared to models with BPE tokenization. The
window context can include a much larger number
of tokens, resulting in fewer words in the same con-
text. However, poems are primarily short, and the
context is not critical for them.

Speed and optimization. Longer token sequences
in models with char-level tokenization lead to in-
creased overhead (kv-cache for CharLLaMa mod-
els) and time for autoregressive inference compared
to models with BPE tokenization. This is the trade-
off between the quality of poems and speed. The
research regarding optimization has been left for
future work.

Data biases. The generated poems are a result
of the data used in the training. However, it’s im-
portant to note that the study has limitations due
to biases present in the training data, especially
concerning Russian cultural aspects and copyright
constraints. Because the data is culturally biased
towards the Russian language, it cannot be directly
applied to other languages.

New language models. New pretrained language
models'®!” and enhanced versions of the models?’
discussed in this paper are released frequently. The
findings presented in Section 6 should not be gen-
eralized to these newer models, as modifications to
the model architecture or pretraining pipeline may
significantly impact their performance in generat-

18https://huggingface.co/yandex/
YandexGPT-5-Lite-8B-pretrain

19https://huggingface.co/t—tech/T—pro—it—1.0

20https://huggingface.co/mistralai/
Mistral-7B-Instruct-vo.3
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https://huggingface.co/yandex/YandexGPT-5-Lite-8B-pretrain
https://huggingface.co/t-tech/T-pro-it-1.0
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.3
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.3

ing Russian-language poetry.
Ethical Consideration

Human creativity and possible misuse. Poetry is
a form of creative expression and is often protected
by copyright. Al-generated poetry should not in-
fringe upon the rights of original creators. In our
research, we only used licensed and open data for
training. We must make efforts to avoid creating
content that closely mimics or plagiarizes exist-
ing works. This helps maintain honesty and clar-
ity in distinguishing between human and machine-
generated art. We leave it to future work to address
this issue.

Biases and data quality. Poetry is deeply rooted
in cultural contexts. Understanding the cultural
significance of certain themes, symbols, and lan-
guage is crucial. The pretraining data for poetry
generation of the presented models includes large
segments from the internet domain and cultural
specifics of Russian literature and cultural biases,
consequently containing various stereotypes and
biases. Therefore, such models are not transfer-
able to other languages. We collected the datasets
used to train poetry-generating Al to be diverse and
representative of a wide range of poets and experi-
ences. This helps to ensure that the output reflects
a broad spectrum of human expressions. We under-
stand that Al systems can unintentionally produce
harmful content, such as violent, discriminatory, or
otherwise inappropriate language. Ensuring that
the poetry generated is free from such content is a
key ethical responsibility.

Energy Efficiency and Usage. We compute the
C O3 emissions from pretraining and finetuning as
Equation 1 (Strubell et al., 2019):

PUE ICO2
COy = UE x KWh
1000

The power usage effectiveness (PU E) of our data
centers is 1.3. The resulting CO2 emission val-
ues are CharlLLLaMa-1.3B — 837 kg, CharLLaMa-
2.6B — 2008 kg, and CharMamba-1.3B — 732 kg,
respectively. Model compression techniques and
parameter-efficient finetuning methods can reduce
the computational costs associated with model in-
ference.

ey

Al-assistants Help. We used Grammarly?! and

https://app.grammarly.com/
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DeepSeek?? to improve and proofread this paper,
correcting grammatical, spelling, and style errors
and paraphrasing sentences. As a result, some parts
of our publication may be flagged as Al-generated
or Al-edited.

We must consider ethical implications to ensure
the responsible use of Al and respect for human
creativity and culture. Developers and users of Al
poetry tools should maintain responsible practices,
honoring human creativity and the cultural signifi-
cance of poetry.
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each new line (or paragraph, or other recurring
feature in the text) spells out a word, message, or
the alphabet. For more information see (Dunphy
and Bratu, 2010, page 8).

Amphibrach is a metrical foot consisting of a
stressed syllable between two unstressed sylla-
bles (Greene et al., 2012, page 31).

Anapest is a metrical foot consisting of two un-
stressed syllables followed by one stressed sylla-
ble (Greene et al., 2012, page 37).

Chastushka is a humorous quatrain with a
simple rhyming scheme - see more details at
(Nikolyukin, 2001, page 598).

Clauzula is the final part of a verse or stanza”
starting from the last ictus” (Greene et al., 2012,
page 141).

Dactyl is a metrical foot consisting of one
stressed syllable followed by two unstressed sylla-
bles (Greene et al., 2012, page 179).

Dolnik is the type of poetic meter in Russian po-
etry, the peculiarity of which is a variable number
of unstressed syllables between ictuses”. More in-
formation is available at (Nikolyukin, 2001, page
235).

Ictus is a stressed syllable (Greene et al., 2012,
page 362).

Iamb is a metrical foot consisting of one un-
stressed syllable followed by one stressed sylla-
ble (Greene et al., 2012, page 360).

Limerick is a five-line poem with a rhyme
scheme® AABBA, imitating the corresponding
genre of English poetry (Lear, 2011).

Metrical foot is a regularly repeating pattern of
1 stressed and 1 to 2 unstressed syllables. There
are two variants of disyllabic meter, called jambic”
and trochee”, and three variants of trisyllabic meter,
called amphibrach”, dactyl”, and anapest”. The
main poetic meters that occur in training data are
presented in Table 10.

Pirozhki, poroshki, depressyashki, artishoki
are comic quatrains written without capital letters
and punctuation marks, often with deliberate devia-
tions from the rules of spelling. For each of these
forms, there are strict constraints on the number of
syllables, meter, and rhyme — see more details at
the link
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Poetic meter refers to the recurring pattern of
stressed and unstressed syllables in lines of poetry.
A comprehensive discussion of poetic meter and
its nuances can be found in (Fussell, 1979).

Rhyme scheme describes which lines in a
stanza” rhyme with each other, that is, contain the
same or similarly sounding stressed endings of the
lines (Hollander, 2014). Rhyme schemes presented
in the finetune dataset (subsection 3.2) are listed in
Table 11.

Rubai is a classical Persian poetry form, typi-
cally a quatrain with AABA or AAAA rhyming -
see more details at (Greene et al., 2012, page 1227).

Stanza is a group of lines separated by blank
lines from other stanzas. See (Greene et al., 2012,
page 809) for more information.

Syllabo-tonic versification is based on 1) a fixed
number of syllables in lines and 2) a regular pattern
of stressed and unstressed syllables. In English-
language literature, the term “accentual-syllabic” is
more commonly used (Fussell, 1979, page 6), while
“syllabo-tonic” is more common in scientific litera-
ture devoted to Slavic languages and Russian ver-
sification in particular (Wachtel, 2004). Given the
specialization of this article on Russian-language
poetry, we decided to use the “syllabo-tonic” vari-
ant.

Sonnet is a fixed verse poetic form consisting
of 14 lines with constrained rhyming. For more
information see (Fuller, 2017).

Trochee is a metrical foot consisting of one
stressed syllable followed by one unstressed sylla-
ble (Greene et al., 2012, page 870).

B Fixing the spelling, punctuation, and
tokenization issues

A significant portion of the training data was
scraped from online sources, in particular from
amateur poetry sites. The significant number of
spelling and punctuation errors in these texts forced
us to take special measures to clean the training
data. A detailed description of the cleaning proce-
dure is presented below.

We analyzed the collected poems described in
section 3 for the most frequent misspellings and
typos. As a result, many typos and common errors,
which occurred up to 10 times in an 8 GB corpus,


https://pikabu.ru/story/likbez_po_mikropoyezii_pirozhki_poroshki_i_prochee_6881355

were corrected to their appropriate forms. Table 6
presents the 10 most frequent corrections. Based
on this analysis, we created a “white list”, which
served as the reference dictionary for identifying
out-of-vocabulary words in the poetry corpus. We
use dictionary-based replacements and heuristic
rules for common spelling errors. When the algo-
rithm detects a mistake, it checks if the correction
exists in the reference dictionary and fixes it. We
have developed about 30 rules based on regular
expressions for this purpose. The typical problem
cases are described below:

* Replace visually similar Latin characters with
Cyrillic ones when they appear together in a
word.

Replace the combination of the letter "i" and
the Unicode symbol U+0306 with the stan-
dalone Russian letter "j".

* To differentiate between Russian and English
symbols, check for surrounding Cyrillic char-
acters when dealing with single-letter words
containing symbols from the character set [K,
0,C,A,B,0,a,c,k,y].

Replace various Unicode space characters?
with the standard space character (U+0020).

Handle cases where standard ASCII punctu-
ation marks are replaced with full-width or
half-width Unicode counterparts to convert
them back to their ASCII prototypes.

The code implementing the above rules, along with
all dictionary files, is publicly available as open
source.”*

One common issue in internet-sourced poetry
texts is the presence of unnecessary commas. In
generated poems, extra commas, especially be-
tween the subject and predicate, greatly reduce
the quality of the text. To address this, we have
implemented an algorithm that uses the perplexity
of ruGPT3-medium? as an indicator of text like-
lihood. The algorithm functions by sequentially
removing all commas from a sentence, except for
the last one, and then comparing the perplexity of
the sentence before and after each removal. If the

Z1n the texts collected on the Internet, nearly all the whites-
pace characters listed in the table https://www.unicode.
org/Public/UCD/latest/ucd/ProplList. txt are found

24https ://github.com/Koziev/Spellchecker
ai-forever/ruGPT3-medium_based_on_gpt2
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Defective text Corrected text Share, %
vraz v raz 2.3
kak-budto kak budto 2.0
gde to gde-to 2.0
Kak-budto Kak budto 1.6
kogda to kogda-to 1.5

Table 6: The top frequent replacements in the corpus.
The tokens are transliterated from Russian.

perplexity significantly decreases after a comma
is removed, that comma is deemed unnecessary
and is eliminated. This method has the advantage
of not requiring training on a specialized model.
However, one drawback is that perplexity can be
unreliable for short texts, as language models tend
to consider shorter texts as less likely overall.

The above procedure affected about 10% of all
collected data.

C Examples

Figure 1 presents a sample poem generated by our
top model and its translation to English.

D Tokenizer Discussion

The use of language models with character-level
tokenization is described in a number of papers
(Belouadi and Eger, 2022; Yu et al., 2024). Com-
pared to mainstream BPE tokenization and similar
approaches, representing text at the character level
makes it easier for the language model to handle
poetry. For syllabo-tonic poetry, the key limita-
tion lies in a strictly defined order of alternation
of stressed and unstressed vowels (coinciding with
syllables for the Russian language), as well as a
certain number of syllables in each line. In BPE to-
kenization, different tokens contain different num-
ber of vowels. Therefore, the LM needs a more
pretraining data to collect information about the
composition of the tokens. In addition, taking into
account vowel stress in the BPE scheme requires
additional effort.

A compromise option can be considered a
syllable-level representation of the text (Zugarini
et al., 2019; Vechtomova et al., 2020). The disad-
vantage of this text representation is the difficulty
of tokenizing for prose in some cases, for example,
in multilingual contexts, when the syllabication
rules differ for different languages.

Additionally, syllable-level tokenization, similar
to BPE, performs poorly in some scenarios where


https://www.unicode.org/Public/UCD/latest/ucd/PropList.txt
https://www.unicode.org/Public/UCD/latest/ucd/PropList.txt
https://github.com/Koziev/Spellchecker
ai-forever/ruGPT3-medium_based_on_gpt2

Kak 6bITb CyaCTNMBbLM, €CNUM HEeT nokoA? How to be happy if there is no peace?

Kak ObiTb cyacT/MBbM, €CnM B ceppue Mpak? How to be happy if there is darkness in the heart?

Kak BbiITb c4acT/MBbLM, ecnu HeT npubos? How to be happy if there is no surf?

Kak ObiTb cyacT/MBbLIM, eCniM Tbl Oypak? How to be happy if you are a fool?

Kak 6biTb CYaCTNMBbLM, €CMAU Thl HE 3Haellb, How to be happy if you do not know,

Kak 6bITb CYaCTNMBbLIM, €CNU Tbl HE Xun? How to be happy if you have not lived?

Kak ObiTb cYaCT/MBbLIM, €CNM Tbl HE MOHAN, How to be happy if you do not understand,

Kak ObiITb c4acT/MBbLM, ecniu He nwbun? How to be happy if you have not loved?
Figure 1: The example of the generated poem. The English version is translated from the Russian.

Model learning_rate Ir_scheduler_type floating type optimizer

CharLLaMa-1.3B  2e-5 constant fpl6 adamw_torch

CharMamba-1.3B  2e-5 linear fpl6 adamw_torch

CharLLaMa-2.6B 2e-5 constant bf16 adamw_torch

stGPT small 5e-5 constant bfl16 adamw_torch

stGPT medium 5e-5 constant bf16 adamw_torch

Mistral-7B-v0.1 2e-5 constant bfl16 adamw_torch

FRED-T5-1.7B le-4 constant bf16 adafactor

ByT5-small le-4 constant bf16 adafactor

Table 7: The hyperparameters of the models are in the finetuning stage for the experiments. The parameters were

selected specially for each model.

the LM is required to understand the character-level
composition of tokens, such as acrostics .

Unfortunately, character-level tokenization has
some disadvantages. They arise from the fact that
token sequences are lengthened in comparison with
BPE and syllable-level tokenization. Because of
this, the time required for model pretraining and
finetuning increases substantially. Memory con-
sumption for the autoregressive text generation
scheme and the time of this generation also in-
creases.

Table 8 compares tokenization approaches for
LMs described in Section 5.2.

E Pretraining Data Sources

The pretraining data is drawn from two sources: po-
etry and prose, with the proportion of each detailed
in Table 9.

For prose, the following datasets were used as
sources for the pretraining data:

* “YandexQ”?° is a dataset of questions and an-
swers scraped from Yandex.Q in the Internet
domain. There are 836810 answered ques-
tions out of the total of 1297670.

s 27

* “Mail Question Answering is a set of

26https://huggingface.co/datasets/itsSQ/
yandex-q

27https://huggingface.co/datasets/Den4ikAI/
mailruQA-big
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question-answering pairs from real users.

Instruction set of conversational agents %8 is a
Russian instruction set of conversational do-
main.

ruWikiHow?” is a public dataset based on the
parsed WikiHow source.

+ Wikidepia®® contains cleaned articles from
Wikipedia dumps>', one subset per language,
each having a single train split. The Russian
section was utilized for pretraining.

* Habr* is a dataset of posts and comments
from habr.com?3, a Russian collaborative blog
in the technical domain.

F Prompt Design

For every poem in the finetuning dataset (subsec-
tion 3.2), we create a synthetic prompt that varies
in parameters (emotion, length, poetic meter*, etc.).
The Russian example of the prompt for the creation

28https://huggingface.co/datasets/Den4ikAI/
russian_instructions_2

2Den4ikAI/ruWikiHow_instructions

30https://huggingface.co/datasets/wikimedia/
wikipedia

Mhttps://dumps.wikimedia.org/

32https://huggingface.co/datasets/IlyaGusev/
habr

Bhttps://habr.com/
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https://huggingface.co/datasets/Den4ikAI/mailruQA-big
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Characters per token Characters per token

Model Tokenizer w/o accentuation with accentuation
ByT5 ByT5Tokenizer 0.56 0.55
CharLLaMa CharacterTokenizer 1.00 1.00
Mistral-7B-v0.1 LlamaTokenizerFast 1.98 1.74
Llama-2 LlamaTokenizerFast 2.10 1.79
ruGPT3 GPT2TokenizerFast 3.20 2.12
FRED-T5-1.7B  GPT2Tokenizer 3.20 2.12
stGPT StressedGptTokenizer n/a 2.30

Table 8: Comparative results of tokenizers from the experiments described in Section 5.2. Characters per token is
the default metric for tokenizer vocabularies of different sizes, obtained using the BPE and Unigram algorithms.

N/A indicates cases where accentuation is required by design.

Type  Number of characters Share, %
Prose  39,364,771,098 60.76
Poetry  25,427,281,242 39.24

Table 9: Statistics and proportion of prose and poetry

texts in the pretraining dataset (subsection 3.1).

Meters Share, %
iambic 57.88
trochee 34.28
amphibrachium 391
dactyl 2.24
anapaest 1.57
others 0.12

Table 10: The main poetic meters* and their proportions
in the finetuning dataset (subsection 3.2).

Rhyming scheme Share, %

-A-A 34.94
ABAB 34.68
- 16.09
AABB 11.26
ABBA 1.99
A-A- 0.55
AABA 04
others 0.9

Table 11: The most frequent rhyming schemes in the
finetuning dataset.
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of the synthetic prompt for the specific poem is
presented in Figure 2.


https://huggingface.co/ai-forever/ruGPT3-medium_based_on_gpt2

lMpoaHanu3vpyn NnpuBefeHHOE HKE CTUXOTBOPEHME B XaHpe "nensaxHasn nupuka“.

Bblgenu rmaBHOro reposi, OCHOBHYHO MbICIb, aBTOPCKYH MOCHINKY, KMIOYEBON KOHMMUKT, 3MOLUIO,
APKYI0 MeTadpopy, Bce MMeHa CO6CTBEeHHbIe B 3TOM CTMXOTBOPEHWM W MoACTaBb BMECTO MHOIOTO4MS B
wabnoH «npugyman CTUXOTBOPEHNE C OMMCAHUEM ...», YTODbI MOMY4MNOCh 3adaHne Ans noata.
BbiBeaW TONbKO NONYYMBLUYOCA CTPOKY 3aAaHus.

Bel He pyravTe BeTep, 4YTO NEHMUB,
Yto 3anun, u 3abpocun Bco paboTy.
OH nucTba obopeae ¢ bepes u uB,
3vMme ocTaBuB 0 nUcTBe 3aboTy.
result => [Npugyman CTUXOTBOPEHUE C ONMUCaHUEM OCEHM.
LLlanoBnuBkii 6e306pasHuk
[ns cebs ycTpoun npasgHuk.
INucTba oH Kpyxun, Bepten,
M oT pagocTty cBUCTEN.

Figure 2: An example of the prompt and generated text. The yellow text represents a poem, while the red text
denotes the TEMPLATE. The template is modified by the LLM based on its parameters and the analysis of the input
poem, generating a instructive prompt for new poem creation.
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Abstract

Violence descriptions in literature offer valu-
able insights for a wide range of research in
the humanities. For historians, depictions of
violence are of special interest for analyzing
the societal dynamics surrounding large wars
and individual conflicts of influential people.
Harvesting data for violence research manually
is laborious and time-consuming. This study
is the first one to evaluate the effectiveness of
large language models (LLMs) in identifying
violence in ancient texts and categorizing it
across multiple dimensions. Our experiments
identify LLMs as a valuable tool to scale up the
accurate analysis of historical texts and show
the effect of fine-tuning and data augmentation,
yielding an F1-score of up to 0.93 for violence
detection and 0.86 for fine-grained violence
categorization.

1 Introduction

Violence has been a defining element in human
history, influencing cultural values, political struc-
tures, and social norms (Frier, 1985; Raaflaub et al.,
2007; Konstan, 2007). Understanding its role in
shaping ancient civilizations provides valuable in-
sights into societal evolution, power dynamics, and
conflict resolution (Westbrook and Beckman, 2003;
Redfield, 1994; Bizos, 2008). To analyze historical
texts for information on violent events, historians
have traditionally relied on manual analysis, read-
ing, and annotating vast amounts of text. While
manual annotation remains a gold standard for nu-
anced interpretations, time and labor required for
the sheer volume of ancient texts and their linguis-
tic complexities make this approach intractable for
exhaustive collections of ancient manuscripts. The
rapid growth of digital archives and historical cor-
pora underscores the need for automated methods
to assist historians in extracting information more
efficiently.

Large Language Models (LLMs), such as BERT
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(Devlin et al., 2019), RoBERTa (Liu et al., 2019),
and GPT (Radford and Narasimhan, 2018), have
successfully been applied to a wide range of clas-
sification tasks, also for scaling annotation of his-
torical texts (Celli and Mingazov, 2024). So far,
they have not been used to classify text passages
denoting violent events.

Our research bridges the gap between the
hermeneutical processes of historical analysis and
the computational methods of natural language pro-
cessing. We develop and evaluate methodologies
that automate the annotation of violence in ancient
texts while preserving the depth of understanding
traditionally achieved through manual methods. As
our gold standard, we use the manually curated
ERIS database (Riess and Zerjadtke, 2015)!, a
large digital collection of violent events from an-
cient literature.

We first identify the violent passages contained
in ERIS within their original texts using classi-
fiers based on LLMs. Then, we further reproduce
some more fine-grained annotations from ERIS,
categorizing the violent passages across multiple
dimensions: level of violence, contextual back-
ground, underlying motives, and long-term conse-
quences. The results of our study show that LLMs
offer a promising solution for extracting violence
data. They can expedite the identification of violent
events and the extraction of contextual information
from ancient texts. With accurate results for a range
of classification tasks around violence, LLMs can
complement the expertise of historians, allowing
them to focus on deeper interpretative tasks rather
than the extensive and time-consuming data pro-
cessing typically required.

In the following, we first give an overview of re-
lated work (Sec. 2) before we introduce our dataset
and methodology (Sec. 3). We then present our re-
sults (Sec. 4) and discuss their implications (Sec. 5)

"https://www.ancientviolence.uni-hamburg.de
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before we conclude with a short summary and ideas
for future work (Sec. 6). Code and data are pro-
vided as supplementary material 2.

2 Background & Related Work

This section provides some background on vio-
lence research in history and the digital humanities
(Sec. 2.1). We then introduce large language mod-
els and discuss related work concerning LLMs for
classification and annotation support (Sec. 2.2).

2.1 Historical Perspectives and Data on
Violence

The meaning of violence is deeply shaped by cul-
tural context, making it a complex phenomenon
to define. From a historian’s point of view, vio-
lence can be defined as "a physical act, a process
in which a human being inflicts harm on another
human being via physical strength" (Riess, 2012).
Violence shaped societal values, legal systems, and
social hierarchies in ancient civilizations. Interper-
sonal violence often reflected concepts of honor,
justice, and societal expectations, as reflected in
texts like The Iliad (Diemke et al.; Konstan, 2007).
Legal codes like Hammurabi’s Lex talionis and
Roman law institutionalized violence, balancing
societal order and retributive justice (Roth, 1995;
Frier, 1985).

Power dynamics frequently used violence as a
tool for asserting dominance, with leaders such as
Julius Caesar and Augustus consolidating power
through both physical and symbolic acts of vio-
lence (Fagan, 2011; Dando-Collins, 2010). Gen-
dered violence highlighted patriarchal structures,
as myths and legal frameworks depicted male domi-
nance and societal control (Lerner, 1986; Pomeroy,
2011). Conflict resolution in ancient texts ranged
from violent duels to legal settlements and diplo-
matic treaties, such as the peace treaty after the
Battle of Kadesh (Witham, 2020; Gagarin, 1982).

Psychological drivers of violence, such as honor,
revenge, and emotional turmoil, are central to narra-
tives like The Iliad and The Oresteia, where cycles
of vengeance reflect societal norms and the transi-
tion to judicial systems (Olson, 1990; Cohen, 1986).
Violence in historical accounts, such as Caesar’s as-
sassination, also humanizes figures, exposing vul-
nerabilities and the socio-political landscapes of
their time (Tranquillus and Graves, 1962; Allen,
2005).

2https://osf.i0/ae835/
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Analyzing violence in ancient texts enables re-
searchers to gain insights into societal evolution
(Westbrook and Beckman, 2003), comparative le-
gal systems (Trigger, 2003; Redfield, 1994), and
the foundation of modern justice (Jackson, 1968;
Bizos, 2008; Eichler, 2009). Detecting violent in-
stances in ancient texts presents unique challenges
due to the implicit and symbolic nature of violence
in historical narratives.

In digital humanities, the study of violence in
ancient texts relies on digital resources which pro-
vide access to extensive literary and historical col-
lections. In our work, we focus on two of these
resources:

Perseus’ (Smith et al., 2000) offers Greek and
Roman literature with translations, linguistic an-
notations, and open-access tools, enabling tasks
like text reconstruction and model training (Assael
et al., 2019). Despite its utility, it faces usability
challenges (Lang, 2018; Preece and Zepeda, 2009).

ERIS (Riess and Zerjadtke, 2015) is a curated
and expanding database of violent depictions in
Greek, Roman, and some medieval texts. It in-
cludes metadata for bibliographic contexts and de-
tails of violent events. We provide a more detailed
discussion of ERIS compared to Perseus because
ERIS plays a central role in our study and has sig-
nificant potential for future expansion. In contrast,
Perseus, being a widely recognized and extensively
documented resource, primarily served as a supple-
mentary source to retrieve non-violent contexts for
our dataset. ERIS is further introduced in Sec. 3.1.

2.2 Large Language Models

Large Language Models (LLMs) have revolution-
ized Natural Language Processing (NLP), enabling
advanced text understanding and generation capa-
bilities that were previously unattainable. Built on
the architecture of Transformers (Vaswani et al.,
2017), LLMs such as Generative Pre-trained Trans-
former (GPT) (Radford and Narasimhan, 2018),
BERT (Devlin et al., 2019), and RoBERTa (Liu
et al., 2019) have set new benchmarks in language
modeling and processing tasks.

GPT excells in generative tasks like text com-
pletion and translation by leveraging a unidirec-
tional architecture that predicts the next word based
on prior context (Brown et al., 2020). In con-
trast, BERT (Bidirectional Encoder Representa-
tions from Transformers) introduced bidirectional

3http://www.perseus. tufts.edu/
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context understanding, enabling deeper insights for
tasks such as question answering and named en-
tity recognition (Devlin et al., 2019). RoBERTa
(Robustly Optimized BERT Pretraining Approach)
further refined BERT’s capabilities by using larger
datasets for training and optimizing various hyper-
parameters, which enhances performance across
various benchmarks (Liu et al., 2019).

These models demonstrate the power of pretrain-
ing on vast datasets, capturing linguistic patterns
and contextual nuances that generalize across di-
verse domains. In consequence, LLMs cemented
their role as main component for scalable language
processing, especially various classification tasks,
such as sentiment analysis (Bang et al., 2023), text
categorization (et al, 2023), and natural language in-
ference (Honovich et al., 2022). The possibility to
fine-tune such pre-trained models to small domains
makes them a versatile tool also for uncommon
data like ancient texts: They have already been
used for scaling up annotation of historical data
(Celli and Mingazov, 2024), and for hate speech
detection (Mathew et al., 2021). Both tasks have
goals close to our objective of extracting and cate-
gorizing violence from ancient texts. Our method is
developed to scale the annotation of violent events
in ancient texts, and we are also concerned with
textually manifested ferocity. Our contribution ex-
tends previous approaches in that we use annotation
methods for violent texts and that our data contains
descriptions of violence rather than verbal assaults,
as in hate speech. To the best of our knowledge, we
present the first study that automatically extracts
and annotates violence from historical text data.

3 Data and Experimental Setup

In this section, we explain ERIS as the basis for
our experiments (Sec. 3.1), how we set up the ex-
periments for violence detection (Sec. 3.2) and vio-
lence categorization (Sec. 3.3), and introduce the
evaluation metrics used for both tasks (Sec. 3.4).

3.1 Data: The ERIS Database

ERIS (Riess and Zerjadtke, 2015) is a manually cu-
rated and continuously growing database contain-
ing depictions of violence from Greek, Roman and
some medieval texts, including references to vio-
lence from Herodian, Plutarch, Tacitus, Thucydides
and Xenophon. Each text passage is annotated with
metadata, denoting the bibliographic contexts as
well as details on the violent event. Among other
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labels, it categorizes violent acts by context, mo-
tives, and social factors. It also provides metadata
as timestamps and geographical coordinates, sup-
porting advanced filtering and geospatial analysis.
ERIS emphasizes sociological dimensions of vio-
lence, enabling a deeper understanding of its im-
pacts across time and regions. Most notably, ERIS
contains links to the Perseus database to match vio-
lence passages to their original texts. At the time
of writing this paper, ERIS contained 3,252 entries
spanning various time periods, starting from Ar-
chaic Greece in the 7th century BCE to the Salian
period in the 11th century AD.

[ Attribute | Details

Related Wars of Alexander The Great

Conflict

Perpetrator Name: Alexander III the Great
Age: Adult
Activity: Monarch/Ruler
Origin: Macedonian

Victim Name: Cleitus the Black

Age: Adult
Direct Consequence: death
Origin: Macedonian

Third Party
(Person)

Name: Aristophanes
Age: Adult
Activity: Soldier

Third Party | Friends of Alexander III

(Group) Origin: Mixed

Age: mixed

Activity: commander/general
Source | Plutarch, Alexander 51.5
Year [ 328 B.C.
Location [ Maracanda (Samarkand)

Time Period

I
I
I
I
[ Level
I
I
I

| Hellenistic Greece

[ Interpersonal

Context | entertaining

Motivation | emotional

[N | SN SN S ) N S S ) N

Weapon | Spear

Original Text "oUTw 0N AafBOV Tapd TLVOC TGV
dopupopwy AREEavdpog olyunv
dmovtedvta tov Kheitov adtéd xol
nopdyovta O Tpo  Tiic Vipag
Tapaxdhuppa Stehodvet. ”

"And so, at last, Alexander seized a
spear from one of his guards, met
Cleitus as he was drawing aside the
curtain before the door, and ran him
through."

Translation

Remark perpetrator: Alexander is shocked
by his deed and tries to kill himself.
This is mentioned in 51.6.

thirdperson: The presence of these
persons is mentioned in 51.1-4 and

51.6.

Figure 1: An entry from ERIS titled : Alexander kills
Cleitus with a spear.



Figure 1 shows an example entry from ERIS.
Each entry includes metadata such as title, source
references, historical period, and century, as well
as detailed classifications of violence level, context,
motive, weapon, consequences, and method of ex-
ecution. Additionally, it provides temporal and
situational context, including date, season, month,
and duration, along with references to the primary
text sources. Some of the attributes also refer to
information not contained in the text passage, here
noted as Remark. ERIS mostly contains Greek and
Roman literature, along with English translations.
Our work is based on the ERIS content from bi-
ographies of Plutarch, an ancient Greek writer. We
work with the English translations of the original
texts.

3.2 Violence Detection

In our first experiment, we perform a binary clas-
sification task to detect instances of violence (and
distinguish them from non-violent passages) in an-
cient texts. For classification, we compare the plain
pre-trained models with fine-tuned LLMs.

As ERIS contains only violent passages, we ad-
ditionally need comparable non-violent examples
to train our model. To obtain those, we retrieve
the context of the violent passages from ERIS by
re-connecting them to their source texts. Then we
train LLMs to distinguish violent from non-violent
passages. As a baseline, we also use the ChatGPT-
API to simulate an annotator that works with the
support of ChatGPT and compare the results.

Data Pre-processing

To obtain data that we can use for training and
testing, we need to amend the ERIS data with non-
violent examples. Our core idea is to retrieve data
from the original texts the ERIS passages were ex-
tracted from and use sentences that are not labeled
in ERIS as nonviolent data. Because this requires
us to have digital access to the respective original
texts, we restrict this experiment to ERIS samples
from Plutarch’s biographies, which have digital
links to their source text in the Perseus database.
For each violent passage from ERIS, the full sec-
tions from which these excerpts were derived were
retrieved. Any paragraph not explicitly marked as
violent in ERIS was treated as non-violent, forming
the negative examples for the dataset, resulting in
a final dataset of 461 violent and 2103 non-violent
texts extracted from 13 different Plutarch books.
We assume that for any book that is completely
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annotated for ERIS, each text part that is not con-
tained in ERIS does only contain non-violent text.
This assumption might not always hold, because
annotators could have missed some passages. We
discuss future assessment of this in the Limitations
section.
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Figure 2: Data Preprocessing Pipeline for Violence De-
tection.

As a held-out test set for evaluation, 500 texts
(371 non-violent and 129 Violent) distributed
evenly across the 13 Plutarch books were selected.
The remaining passages were used later on for train-
ing, fine-tuning, and data augmentation.

Because the Plutarch vitae constitute a compara-
bly small dataset, we want to explore the impact of
data augmentation with LLMs, for which we used
the OpenAl API. For each entry in the training
dataset, we generated three paraphrased versions
and thus quadrupled the training data size. We
retained 6928 non-violent texts and 1328 violent
texts. Then we tested the augmented models on
the 500 sentences reserved for evaluation to quan-
tify the influence of augmentation. Figure 3 shows
an exemplary sentence from ERIS and the three



paraphrases obtained using the OpenAl API.

As a result of this battle, the Greeks could not
only harry the country of the King without
fear, but had the satisfaction of seeing due pun-
ishment inflicted upon Tisaphernes, an abom-
inable man, and most hateful to the Greek race.
[Plut. Ages. 10.3]

Original
Sentence

Consequently, the Greek army found them-
selves able to pillage the king’s realm without
trepidation, while also deriving satisfaction
from the punishment dealt to Tisaphernes, a
detestable individual who was particularly re-
viled by their people.

Para-
phrase 1

This battle enabled the Greeks to wreak havoc
across the king’s lands unimpeded, while they
also relished the sight of Tisaphernes, an odi-
ous person hated by the Greek civilization, fi-
nally facing the consequences of his actions.

Para-
phrase 2

Following this conflict, the Hellenic forces
were not only able to raid the territory of the
monarch freely but also took pleasure in wit-
nessing Tisaphernes, a loathsome figure deeply
despised by the Greeks, receive just retribution.

Para-
phrase 3

Figure 3: An example of our text augmentation. This
approach effectively quadriples the training data.

Model Selection

For violence detection, we evaluated BERT-large
and RoBERTa-large as LL.Ms for direct classifica-
tion. Both models were tested first as-is and then
with fine-tuning to the historical data. As an ad-
ditional model that simulates annotation with the
support of ChatGPT, we used the GPT-40 mini API
with a specifically designed prompt that outputs
the classifications. We provide the prompt in Ap-
pendix B.

3.3 Categorizing Violent Events

In our second experiment, we automatically ap-
ply a more fine-grained annotation of violent texts,
aiming to reproduce some ERIS annotations. In
contrast to the first experiment, we use the full
ERIS database as our source data. Thus, our in-
put contains a wider variety of source texts than
the violence classification (which was restricted to
Plutarch biographies) and only texts that are man-
ually labeled as violent. For this experiment, data
augmentation was not suitable because we would
have to augment the fine-grained annotation from
ERIS as well.

With the ERIS passages, we use a multi-class
classification approach across four key dimensions
from the ERIS annotations:
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* Level of Violence: Classifies instances of vio-
lence into four categories: interpersonal (con-
flict between individuals), intrapersonal (self-
harm), intersocial (conflicts between groups,
like wars), and intrasocial (conflicts within a
societal group). They highlight the relational
context of the events.

Context: Contains 25 categories of the setting
in which the violence occurred, with various
political, military, and social contexts.

Motive: 13 different classes for the underly-
ing reasons for violent actions, distinguish-
ing between tactical/strategic goals, political
ambitions, adherence to authority, emotional
impulses, and economic motives.

Long-Term Consequences: The most fine-
grained label with 38 outcomes of violent
events, including social disruption, political
changes, and personal impacts.

We split the dataset into 80% for train-
ing/validation and 20% for testing. Some (5)
classes with very few instances do not occur in
the randomly assigned test split. We fine-tuned and
evaluated one BERT and one RoBERTa model per
dimension.

3.4 Evaluation Metrics

For both experiments, we measure the performance
of all models using the standard evaluation metrics
precision, recall and F1 score.

Given that T'P, FP, FN, TN are the True Pos-
itives, False Positives, False Negatives, and True
Negatives respectively, key metrics are defined as
follows:

TP
TP+ FP
Precision measures the proportion of correct posi-
tive predictions.

Precision: P

ey

TP

Recall: _-r
eca TP+ FN

R= )

Recall measures the proportion of actual positives
that are correctly identified.

2x Px R

F18S : —_—
core PR

P = 3)

The F1 score is the harmonic mean of precision
and recall, which is sensitive to disparities between



them. This property ensures that the F1 score is
low if either precision or recall is low, accurately
reflecting the model’s overall performance.

We also provide two baselines: majority and
random. A majority baseline represents a
trivial classifier that only predicts the majority
class Cmajority- Given class probabilities P(cg)
for K classes, a class ¢ is predicted with:
U= Cmajority 5 Ve € X.

A random baseline assigns labels based on class
probabilities p; )? L. The expected probability

of making a correct prediction is given by Zf\; 1 p3.
This represents the probability of randomly guess-
ing the correct label, serving as a lower-bound
benchmark for classifiers.

4 Results

In this section we provide our results for violence
detection (Sec. 4.1) and violence categorization
(Sec. 4.2).

4.1 Violence Detection

Our results are summarized in Table 1. Overall,
BERT with augmentation and fine-tuning performs
best for our task. Fine-tuning enhanced the results
drastically. The fine-tuned BERT and RoBERTa-
large yielded an F1-score of 0.83 and 0.87, effec-
tively capturing violent instances. Both provided
competitive results.

Applying data augmentation enhanced the per-
formance of both models. In particular, it vastly
enhanced recall for all models, which is of partic-
ular interest for supporting annotators: The most
common mistake when extracting violent passages
manually is to miss them in the text. Having a pre-
processor with high recall (maybe compromising
with lower precision) can perfectly complement the
precise human annotation because it is much faster
to sort out falsely selected violent passages than to
re-read the whole source text to retrieve missed but
relevant paragraphs.

For F1, data augmentation made only a signifi-
cant difference for BERT (p < 0.05 using McNe-
mar’s test), but not for RoOBERTa.

Our simulated zero-shot GPT annotator imple-
mented with the general-purpose GPT-40 mini
model attained an F1-score of 0.71 but struggled
with non-violent instances. We attribute this to
the lack of fine-tuning in ChatGPT, which is sup-
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ported by both our results and many other studies
that measure the importance of domain-specific
fine-tuning for better classification (Rietzler et al.,
2020; Rostam and Kertész, 2024; Liu et al., 2024).
We also evaluated the larger GPT-40 model explo-
ratively, which is approximately 16 times more
expensive than the GPT-40 mini version. Despite
the increased computational cost, GPT-40 offered
only marginal improvements on our test data in
the F1 score (0.5), indicating limited practical ad-
vantage for this task. We thus continued using the
GPT-40 mini model.

4.2 Violence Categorization

For categorization, we used fine-tuned BERT-large
and RoBERTa-large. An overview of the results
is shown in Table 2. We report the averages over
all instances, which amounts to weighted averages
over the individual classes. A detailed breakdown
by individual labels is given in Appendix D. We
generally achieve promising results with an F1
score of 0.8, even for the most fine-grained cate-
gory (long-term consequences with 37 classes). As
for violence identification, BERT shows a slightly
better performance than ROBERTa.

For identifying the violence level, the models
performed best in classifying interpersonal and in-
tersocial violence, achieving high precision and
recall. However, intrapersonal violence posed chal-
lenges due to its lower representation and the subtle
contextual understanding required.

For context, F1 is still comparably high given the
complexity of the task with 23 classes. Looking at
the details, we find that the model effectively identi-
fied broad categories like "War/Military Campaign"
and "Battle" but struggled with nuanced distinc-
tions between similar contexts, such as large-scale
campaigns versus single combat.

Distinguishing motives works with similar accu-
racy. Again, the model performed well in identi-
fying broad categories like "Tactical/Strategical"
and "Political" but struggled with nuanced or less
frequent categories such as "Emotional” and "Am-
bition". Overlaps between motives like "Political",
"Following Orders", and "Tactical/Strategical" led
to misclassifications.

Finding the Long-Term Consequences was the
most challenging task with 37 different classes.
The model excelled in identifying concrete cat-
egories like "Destruction/Devastation” and "Vic-
tory,” which are frequently referenced in historical
texts. However, categories with fewer examples,



Model Precision Recall F1-Score Support
Violent GPT-40 mini 0.69 0.74 0.71 129
BERT [as-is] 0.25 0.97 0.40 129
BERT [fine-tuned] 0.88 0.78 0.83 129
BERT [fine-tuned and augmented] 0.87 0.99 0.93 129
RoBERTa [as-is] 0.00 0.0 0.00 129
RoBERTa [fine-tuned] 0.89 0.86 0.87 129
RoBERTa [fine-tuned and augmented] 0.82 0.99 0.90 129
Non-Violent GPT-40 mini 091 0.88 0.89 371
BERT [as-is] 0.00 0.00 0.00 371
BERT [fine-tuned] 0.93 0.96 0.94 371
BERT [fine-tuned and augmented] 1.00 0.95 0.97 371
RoBERTza [as-is] 0.74 1.0 0.85 371
RoBERTza [fine-tuned] 0.95 0.96 0.96 371
RoBERTa [fine-tuned and augmented] 1.00 0.92 0.96 371
Overall GPT-40 mini 0.69 0.74 0.71 500
BERT [as-is] 0.25 0.97 0.40 500
BERT [fine-tuned] 0.88 0.78 0.83 500
BERT [fine-tuned and augmented] 0.87 0.99 0.93 500
RoBERTa [as-is] 0.00 0.00 0.00 500
RoBERTa [fine-tuned] 0.89 0.86 0.87 500
RoBERTa [fine-tuned and augmented] 0.82 0.99 0.90* 500
Baselines (overall) Majority (all non-violent) 0.74 0.74 0.74 500
Random 0.61 0.61 0.61 500

Table 1: Violence detection performance across different models, evaluated per class (Non-Violent and Violent).
Support indicates the number of instances in each class of the test set. (*) marks an insignificant difference.

RoBERTa BERT Baselines
Dimension Classes Precision Recall F1-Score \ Precision Recall F1-Score \ Majority Random
Level 4 0.95 0.95 0.95 0.93 0.93 0.93 0.67 0.49
Context 23 0.86 0.85 0.84 0.86 0.86 0.85 0.33 0.16
Motive 12 0.86 0.85 0.85 0.86 0.86 0.86 0.35 0.20
Consequences 37 0.82 0.80 0.80 0.82 0.81 0.81 0.36 0.16

Table 2: Overall Violence Categorization Results. Breakdowns by label are provided in Appendix D

such as "Exile" and "Coronation," proved challeng-
ing, resulting in lower precision and recall. The
abstract nature of some consequences, like political
changes or psychological impacts, added complex-
ity to classification.

5 Discussion

The experiments demonstrated the potential of fine-
tuned large language models (LLMs) in detecting
and classifying violence in ancient texts. Our eval-
uation demonstrates the models’ strengths in vio-
lence classification, with an F1-score of up to 0.93.
In manual classification recall is often the problem
due to implicit or symbolic violence, ambiguous
wording, and a bias toward precision, leading to
missed instances. Our finetuned and augmented
models achieve a high recall, showing that LLMs
can mitigate blind spots that humans miss. How-
ever, challenges like class imbalance, conceptual
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overlap, and abstract categories in multi-class tasks
revealed areas for improvement.

For violence categorization, our approach ex-
celled in well-represented and concrete categories,
such as “Victory” and “Destruction,” but struggled
with abstract or underrepresented categories like
“Intrapersonal Violence” or “Exile”. Conceptual
overlaps, such as between “Political” and “Tactical”
motives, also led to misclassifications.

From the perspective of historians, choosing
between fine-tuned models, tools like ChatGPT,
or manual annotation depends on specific project
needs. We provide an overview over the specific
features to be considered for applying fine-tuned
LLMs and ChatGPT (either via user interface or
via API) in Table 3. Fine-tuned LLMs excel in
structured, large-scale tasks where efficiency and
consistency are paramount, offering rapid process-
ing capabilities that can save months of manual
labor. ChatGPT, while versatile and user-friendly,



lacks domain-specific fine-tuning, making it less
reliable for specialized classifications but valuable
for exploratory tasks or initial insights. Manual
annotation remains irreplaceable for complex in-
terpretative work, especially in ambiguous cases
requiring deep historical expertise. A hybrid ap-
proach, where LL.Ms handle bulk annotation and
historians validate edge cases, offers an optimal
balance between efficiency and precision.

Criteria LLM Finetuning API

AN

Highly specialized task
Requires extensive labeled data
Cost-effective for small tasks
Faster deployment

Full control over architecture

x %X N N X% %

Local dependency

inference speed

Suitable for dynamic scaling
Ongoing model maintenance
Scalability

Convenience / Usable across devices

X X X N X NN N X% % SN

Ongoing Maintenance / feedback

ARSI SN

Ethical considerations

Table 3: Pros and cons of fine-tuning LL.Ms vs. zero-
shot approach through pre-trained OpenAl APIs

Convenience and usability are also to be con-
sidered when choosing between fine-tuning LLMs
or directly using APIs. Fine-tuned models require
technical expertise for setup and training but deliver
streamlined workflows once operational. ChatGPT,
with its accessible API and conversational inter-
face, is more user-friendly and easy to use since
it can be conveniently used in tablets or mobile
phones. However, it lacks the tailored accuracy
of fine-tuned models.while manual annotation is
intellectually robust, it is resource-intensive and
impractical for large datasets. Integrating intu-
itive interfaces with fine-tuned models could en-
hance their usability, encouraging broader adoption
among non-technical users.

Inference speed varies between fine-tuned mod-
els and API-based solutions. Fine-tuned models
offer lower latency but require dedicated hardware,
while API-based models provide scalability but
introduce network latency and rate limits. Fine-
tuning is preferable for low-latency applications,
while APIs offer scalability and ease of use.
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Ongoing model maintenance refers to the contin-
uous process of monitoring, updating, and retrain-
ing fine-tuned LLMs to maintain their performance
and adapt to evolving data distributions or task
requirements. When practitioners fine-tune their
own models, they bear the responsibility for per-
formance monitoring, infrastructure management,
and regular model updates to ensure accuracy and
relevance over time.

Ethical and bias considerations differ signifi-
cantly between fine-tuned LLMs and API-based
solutions. Pre-trained APIs are typically pre-
moderated, incorporating safeguards to filter harm-
ful or biased outputs. On the other hand, fine-tuned
models require custom mitigation strategies (Jin
et al., 2021; Garimella et al., 2022), which can ei-
ther reduce or amplify biases, depending on dataset
quality and training methods. Fine-tuning allows
for domain-specific alignment but poses risks if
ethical oversight is inadequate.

The implications of this research extend beyond
ancient texts, offering valuable insights for ana-
lyzing contemporary violence depictions, address-
ing modern datasets such as media reports, social
media content, or legal documents. Adapting the
models to contemporary datasets would require ad-
justments to account for different linguistic styles,
cultural contexts, and evolving definitions of vio-
lence, presenting an exciting avenue for interdisci-
plinary research.

A significant gap lies in automating the identifi-
cation of abstract or highly contextual categories,
such as psychological impacts or symbolic vio-
lence. Achieving this would require expanding
datasets, understanding abstractions in LLMs (Reg-
neri et al., 2024), incorporating knowledge bases
(Wang et al., 2024), and exploring advanced tech-
niques like retrieval augmented generation (RAG)
(Chen et al., 2024). Developing dynamic models
that can learn from continuous expert feedback
through techniques like reinforcement learning
from human feedback (RLHF) could also bridge
this gap (Kaufmann et al., 2023).

6 Conclusion

In this work, we proposed a framework for automat-
ing the classification and categorization of violent
ancient texts using LLMs. Our two main contri-
butions are the development of models capable of
accurately classifying violent sentences, and em-
ploying these models to automate the process of



fine-grained violence categorization. In both cases,
we showed the effect of fine-tuning the models.
For violence detection, we also showed that data
augmentation drastically enhances recall, which is
the most important measure for supporting manual
annotation. Our results can enable historians to ac-
complish tasks that previously required months or
years in minutes. To the best of our knowledge, we
are also the first to utilize the OpenAl API to clas-
sify violent ancient historical texts and compare
its performance against other pre-trained models.
Our findings underscore the potential of LLMs to
automate labor-intensive tasks and pave the way
for large-scale text analysis in historical research.
While fine-tuned LLMs provide structured and ef-
ficient classification, ChatGPT remains useful for
exploratory tasks, and manual annotation retains
its importance in complex interpretative work.

Challenges remain, particularly with underrepre-
sented classes and computational constraints. Ex-
ploring larger models could enhance contextual
understanding while maintaining runtime perfor-
mance. Future work in close collaboration with
historians could help resolve ambiguous cases that
even human experts find difficult to classify. A hy-
brid approach integrating automated classification
with expert validation would maximize both effi-
ciency and accuracy. Additionally, incorporating
surrounding textual context instead of analyzing
passages in isolation could further enhance clas-
sification performance. Our methods also offer
potential for extending the ERIS database to anno-
tate and include texts from more recent historical
periods. Adapting the models to contemporary
datasets would require adjustments for linguistic
style, cultural contexts, and evolving definitions
of violence, presenting exciting opportunities for
interdisciplinary research.

Limitations

Our study shows a promising approach to scaling
up the annotation of violent events in ancient texts.
While delivering accurate results in our experi-
ments, we acknowledge several limitations rooted
in the dataset, the methodology and the experimen-
tal coverage.

Dataset and annotation: ERIS is a well-curated
dataset and contains the largest amount of manu-
ally annotated violent text passages from historical
texts. However, this dataset also has its limits: First,
for a machine learning approach the number of ex-
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amples is still comparably small. Second, it only
contains historical data from ancient texts as well
as some medieval texts. While we assume that our
approach would be applicable (possibly after more
fine-tuning) to other texts, too, we cannot evalu-
ate it with the given data. Further, ERIS does not
contain information on inter-rater agreement, so
we do not have a manual comparison stating how
complex the task is for humans. We also do not
have a detailed account on the amount of time it
takes to annotate the violence passages manually.
What we do know is that it strongly depends on the
annotator, and that manual efforts are, overall, not
easy to scale.

Methodology and Experiments: Given the lim-
its of the database, our experiments have further
limitations added. First of all, we only operate on
translations rather than original texts. This might
be a restriction for both text understanding and scal-
ing the methods to texts for which no translations
are available. Currently, this mirrors the manual
annotation process, because annotators with know-
ledge of Latin or Ancient Greek are hard to find, so
most of ERIS is annotated using the translations.

For violence classification, we only used the
texts available in the Perseus database, because
we needed to extend the ERIS data with compara-
ble passages that do not contain violent data. Like
this, the violence classification does not contain the
whole ERIS database, especially not the medieval
texts. While we are convinced that our results can
still carry over to other epochs and text sorts, our
experiments do not prove this as of yet.

Some accuracy in the fine-grained violence cat-
egorization is lost in the automated annotation,
which is partly due to the ambiguity within the
texts, and partly due to the challenging fine-grained
taxonomy in ERIS. It is up to future work to de-
cide whether the actual annotation guidelines and
the categories need to be adapted or whether the
methodology should account for this. To make
this distinction, more detailed analysis and data on
inter-annotator agreement would be needed (see
above).

Weighted averages were chosen to reflect over-
all model performance effectively, particularly
given the significant imbalance between class sizes.
However, this method inherently favors dominant
classes and can obscure weaker results in less
frequent categories. A more balanced approach
should be considered, potentially involving class-



based weighting or specialized metrics to ensure
accurate representation across all classes.

Further, we only used four of the fine-grained
ERIS categorizations for annotations. We did not
do further categorization and information extrac-
tion to simulate a complete annotation of an ERIS
entry. While we think that some categories are
straight-forward to apply (like the identification
of the weapon), others might be impossible for a
model to guess, because they are not contained
in the violent passages (like geographical data or
sometimes the actors). In order to do this compre-
hensive annotation automatically, we would have to
implement a different classification approach that
takes the context of the violent text passages into
account. We leave this experiment for future work.

Ethics Statement

We provide an experiment that helps to classify vi-
olent text passages, primarily in ancient texts. We
did not use or produce any sensitive data during
those experiments. We do see the potential for our
method to be applied for the common good, espe-
cially when adapted to contemporary data. Like
other studies on hate speech have shown, the au-
tomated detection of harmful content can support
the automated analysis of the media with the aim
of protecting vulnerable groups.

While the methodology presented in this work
is primarily intended for academic and educational
purposes, we recognize the potential misuse of
Al technologies in misrepresenting historical data
when applied without supervision. A misclassi-
fication of violent text or a blind reliance on the
comprehensiveness of the method can lead to un-
wanted mistakes in the aforementioned protective
purposes. Like most statements here, this applies
to basically all automation methods and needs to
be mediated accordingly.

Bearing in mind the general societal awareness
of jobs being automatized, our work explicitly en-
courages the responsible use of Al in humanities
research. Our models are designed to complement
human expertise, ensuring that tedious workload
is alleviated, which might be especially welcome
in the case of violent texts. Like all automation
approaches, this aims at scaling in terms of data set
size rather than replacing analysis depth. This al-
lows historians to focus on deeper interpretative
analyses, fostering a collaborative approach be-
tween human expertise and machine learning.

73

Acknowledgments

The authors wish to thank Werner Rief3 and Justine
Diemke for providing access to the ERIS database
and offering valuable feedback on results and po-
tential research directions. Special thanks to Sri
Gowry Sritharan for her assistance in extracting
non-violent examples from Perseus. Addition-
ally, the authors extend their gratitude to Soren
Laue, Hanna Herasimchyk, Lennart Bengtson, and
Mostafa Kotb for their technical and methodologi-
cal advice and for proofreading and improving the
manuscript. We also thank the three anonymous re-
viewers for their helpful comments. All remaining
errors are, of course, our own.

References

Brooke Allen. 2005. Alexander the great: Or the terri-
ble? The Hudson Review, 58(2):220-230.

Yannis Assael, Thea Sommerschield, and Jonathan Prag.
2019. Restoring ancient text using deep learning: a
case study on Greek epigraphy. In Proceedings of
the 2019 Conference on Empirical Methods in Natu-
ral Language Processing and the 9th International
Joint Conference on Natural Language Processing
(EMNLP-1JCNLP), pages 6368—6375, Hong Kong,
China. Association for Computational Linguistics.

Yejin Bang, Samuel Cahyawijaya, Nayeon Lee, Wen-
liang Dai, Dan Su, Bryan Wilie, Holy Lovenia, Ziwei
Ji, Tiezheng Yu, Willy Chung, Quyet V. Do, Yan Xu,
and Pascale Fung. 2023. A multitask, multilingual,
multimodal evaluation of ChatGPT on reasoning, hal-
lucination, and interactivity. In Proceedings of the
13th International Joint Conference on Natural Lan-
guage Processing and the 3rd Conference of the Asia-
Pacific Chapter of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 675718,
Nusa Dua, Bali. Association for Computational Lin-
guistics.

George Bizos. 2008. Ethics, politics and law in ancient
greece and contemporary south africa. Phronimon,
9(2):5-15.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda
Askell, Sandhini Agarwal, Ariel Herbert-Voss,
Gretchen Krueger, Tom Henighan, Rewon Child,
Aditya Ramesh, Daniel Ziegler, Jeffrey Wu, Clemens
Winter, Chris Hesse, Mark Chen, Eric Sigler, Ma-
teusz Litwin, Scott Gray, Benjamin Chess, Jack
Clark, Christopher Berner, Sam McCandlish, Alec
Radford, Ilya Sutskever, and Dario Amodei. 2020.
Language models are few-shot learners. In Ad-
vances in Neural Information Processing Systems,
volume 33, pages 1877-1901. Curran Associates,
Inc.


https://www.jstor.org/stable/30044758
https://www.jstor.org/stable/30044758
https://doi.org/10.18653/v1/D19-1668
https://doi.org/10.18653/v1/D19-1668
https://doi.org/10.18653/v1/2023.ijcnlp-main.45
https://doi.org/10.18653/v1/2023.ijcnlp-main.45
https://doi.org/10.18653/v1/2023.ijcnlp-main.45
https://doi.org/10.10520/EJC87772
https://doi.org/10.10520/EJC87772
https://proceedings.neurips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf

Fabio Celli and Dmitry Mingazov. 2024. Knowledge
extraction from llms for scalable historical data an-
notation. Electronics, 13(24).

Jiawei Chen, Hongyu Lin, Xianpei Han, and Le Sun.
2024. Benchmarking large language models in
retrieval-augmented generation. In Proceedings of
the AAAI Conference on Artificial Intelligence, vol-
ume 38, pages 17754-17762.

David Cohen. 1986. The theodicy of aeschylus: Jus-
tice and tyranny in the oresteia. Greece and Rome,
33(2):129-141.

Stephen Dando-Collins. 2010. The Ides: Caesar’s Mur-
der and the War for Rome. Turner Publishing Com-

pany.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume I (Long and Short Papers), pages
4171-4186, Minneapolis, Minnesota. Association for
Computational Linguistics.

Justine Diemke, Felix K Maier, Superhero Comics,
Eleonora Sereni, Ulrich Brockling, Barbara Korte,
and Ulrike Zimmermann. helden. heroes. héros.

Barry L. Eichler. 2009. Law and morality in ancient
near eastern thought. In Ethics, Politics, and Democ-
racy: From Primordial Principles to Prospective
Practices. The MIT Press.

Liang et al. 2023. Holistic evaluation of language mod-
els. Trans. Mach. Learn. Res., 2023.

Garrett G. Fagan. 2011. The lure of the arena : so-
cial psychology and the crowd at the Roman games.
Cambridge University Press.

Bruce W. Frier. 1985. The rise of the Roman jurists :
studies in Cicero’s Pro Caecina. UT Back-in-Print
Service.

Michael Gagarin. 1982. The organization of the gortyn
law code. Greek, Roman, and Byzantine Studies,
23(2):129-146.

Aparna Garimella, Rada Mihalcea, and Akhash Amar-
nath. 2022. Demographic-aware language model
fine-tuning as a bias mitigation technique. In Pro-
ceedings of the 2nd Conference of the Asia-Pacific
Chapter of the Association for Computational Lin-
guistics and the 12th International Joint Conference
on Natural Language Processing (Volume 2: Short
Papers), pages 311-319, Online only. Association for
Computational Linguistics.

Or Honovich, Roee Aharoni, Jonathan Herzig, Hagai
Taitelbaum, Doron Kukliansy, Vered Cohen, Thomas
Scialom, Idan Szpektor, Avinatan Hassidim, and
Yossi Matias. 2022. TRUE: Re-evaluating factual
consistency evaluation.

74

Bernard S Jackson. 1968. Evolution and foreign in-
fluence in ancient law. The American Journal of
Comparative Law, 16(3):372-390.

Xisen Jin, Francesco Barbieri, Brendan Kennedy, Aida
Mostafazadeh Davani, Leonardo Neves, and Xiang
Ren. 2021. On transferability of bias mitigation ef-
fects in language model fine-tuning. In Proceedings
of the 2021 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, pages 3770-3783,
Online. Association for Computational Linguistics.

Timo Kaufmann, Sarah Ball, Jacob Beck, Eyke Hiiller-
meier, and Frauke Kreuter. 2023. On the challenges
and practices of reinforcement learning from real
human feedback. In Joint European Conference
on Machine Learning and Knowledge Discovery in
Databases, pages 276-294. Springer.

David Konstan. 2007. The emotions of the ancient
Greeks: Studies in Aristotle and classical literature.
University of Toronto Press.

Sarah Lang. 2018. Perseus digital library. RIDE: A
Review Journal for Digital Editions and Resources,
8.

Gerda Lerner. 1986. The creation of patriarchy. Oxford
University Press.

An Liu, Zonghan Yang, Zhenhe Zhang, Qingyuan Hu,
Peng Li, Ming Yan, Ji Zhang, Fei Huang, and Yang
Liu. 2024. PANDA: Preference adaptation for en-
hancing domain-specific abilities of LLMs. In Find-
ings of the Association for Computational Linguistics:
ACL 2024, pages 10960-10977, Bangkok, Thailand.
Association for Computational Linguistics.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqgi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized bert pretraining ap-
proach. ArXiv, abs/1907.11692.

Binny Mathew, Punyajoy Saha, Seid Muhie Yimam,
Chris Biemann, Pawan Goyal, and Animesh Mukher-
jee. 2021. Hatexplain: A benchmark dataset for
explainable hate speech detection. Proceedings
of the AAAI Conference on Artificial Intelligence,
35(17):14867-14875.

. Douglas Olson. 1990. The stories of agamemnon
in homer’s odyssey. Transactions of the American
Philological Association (1974-), 120:57-71.

Sarah Pomeroy. 2011. Goddesses, whores, wives, and
slaves: Women in classical antiquity. Schocken.

Emily Preece and Christine Zepeda. 2009. The perseus
digital library: A case study. Texas ScholarWorks.

Kurt A Raaflaub et al. 2007. War and peace in the
ancient world. Wiley Online Library.


https://doi.org/10.3390/electronics13244990
https://doi.org/10.3390/electronics13244990
https://doi.org/10.3390/electronics13244990
https://ojs.aaai.org/index.php/AAAI/article/view/29728
https://ojs.aaai.org/index.php/AAAI/article/view/29728
https://doi.org/10.1017/S0017383500030278
https://doi.org/10.1017/S0017383500030278
https://books.google.de/books?id=mn3uEAAAQBAJ&lpg=PT3&ots=a_FQUy7SMn&dq=Stephen%20Dando-Collins.%202010.%20The%20Ides%3A%20Caesar%E2%80%99s%20Mur-%20755%20der%20and%20the%20War%20for%20Rome.%20Turner%20Publishing%20Com-%20756%20pany.&lr&hl=de&pg=PT3#v=onepage&q&f=false
https://books.google.de/books?id=mn3uEAAAQBAJ&lpg=PT3&ots=a_FQUy7SMn&dq=Stephen%20Dando-Collins.%202010.%20The%20Ides%3A%20Caesar%E2%80%99s%20Mur-%20755%20der%20and%20the%20War%20for%20Rome.%20Turner%20Publishing%20Com-%20756%20pany.&lr&hl=de&pg=PT3#v=onepage&q&f=false
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://freidok.uni-freiburg.de/files/166581/JZ5RRVVF_rvpxs1k/heldenheroesheros_8_1_2020.pdf
https://doi.org/10.7551/mitpress/8041.003.0003
https://doi.org/10.7551/mitpress/8041.003.0003
https://openreview.net/pdf?id=iO4LZibEqW
https://openreview.net/pdf?id=iO4LZibEqW
https://books.google.de/books?id=97CuRgkgDXMC&lpg=PR7&ots=SU8UeVNv7N&lr&hl=de&pg=PP1#v=onepage&q&f=false
https://books.google.de/books?id=97CuRgkgDXMC&lpg=PR7&ots=SU8UeVNv7N&lr&hl=de&pg=PP1#v=onepage&q&f=false
https://cir.nii.ac.jp/crid/1130000794906883456
https://cir.nii.ac.jp/crid/1130000794906883456
https://web.archive.org/web/20140301083405id_/http://grbs.library.duke.edu/article/viewFile/6271/5147
https://web.archive.org/web/20140301083405id_/http://grbs.library.duke.edu/article/viewFile/6271/5147
https://doi.org/10.18653/v1/2022.aacl-short.38
https://doi.org/10.18653/v1/2022.aacl-short.38
https://doi.org/10.18653/v1/2022.naacl-main.287
https://doi.org/10.18653/v1/2022.naacl-main.287
https://doi.org/10.18653/v1/2021.naacl-main.296
https://doi.org/10.18653/v1/2021.naacl-main.296
https://sml.disi.unitn.it/files/hldm23/HLDM23_325.pdf
https://sml.disi.unitn.it/files/hldm23/HLDM23_325.pdf
https://sml.disi.unitn.it/files/hldm23/HLDM23_325.pdf
https://books.google.de/books?id=oi_xD4mo8OwC&lpg=PP1&ots=aUXtFghqgi&dq=David%20Konstan.%202007.%20The%20emotions%20of%20the%20ancient814%20Greeks%3A%20Studies%20in%20Aristotle%20and%20classical%20literature.815%20University%20of%20Toronto%20Press.&lr&hl=de&pg=PP1#v=onepage&q&f=false
https://books.google.de/books?id=oi_xD4mo8OwC&lpg=PP1&ots=aUXtFghqgi&dq=David%20Konstan.%202007.%20The%20emotions%20of%20the%20ancient814%20Greeks%3A%20Studies%20in%20Aristotle%20and%20classical%20literature.815%20University%20of%20Toronto%20Press.&lr&hl=de&pg=PP1#v=onepage&q&f=false
https://ride.i-d-e.de/issues/issue-8/perseus/
https://books.google.de/books?id=szm-8WgGjWgC&lpg=PR13&ots=qbCp_exbNE&dq=Gerda%20Lerner.%201986.%20The%20creation%20of%20patriarchy.%20U%20of820%20Oxford%20P.&lr&hl=de&pg=PP1#v=onepage&q&f=false
https://doi.org/10.18653/v1/2024.findings-acl.651
https://doi.org/10.18653/v1/2024.findings-acl.651
https://arxiv.org/abs/1907.11692
https://arxiv.org/abs/1907.11692
https://doi.org/10.1609/aaai.v35i17.17745
https://doi.org/10.1609/aaai.v35i17.17745
http://www.jstor.org/stable/283978
http://www.jstor.org/stable/283978
https://archive.org/details/GoddessesWhoresWivesAndSlavesWomenInClassicalAntiquityBySarahPomeroyAbee/mode/2up
https://archive.org/details/GoddessesWhoresWivesAndSlavesWomenInClassicalAntiquityBySarahPomeroyAbee/mode/2up
https://repositories.lib.utexas.edu/server/api/core/bitstreams/eaa2f49f-f70b-45fe-b7bc-df354108ebcc/content
https://repositories.lib.utexas.edu/server/api/core/bitstreams/eaa2f49f-f70b-45fe-b7bc-df354108ebcc/content
https://d1wqtxts1xzle7.cloudfront.net/8023005/Donner_Fight_for_God-libre.PDF?1390853894=&response-content-disposition=inline%3B+filename%3DFight_for_God_But_Do_So_with_Kindness_Re.pdf&Expires=1741531468&Signature=HT5Qn6iF0~923sDI403FzrSI9Pj2ze26yxS0U6Iw53qzq7RDzq4nrbf-4h8woL0YuLghstciNqwaB17d-mRVrpo034EJ6ABh3~J1UHSRCYnRdsd~k8Wn13gDLCoBRDFQakdDERl0QhYVO8DFvJaDqwSlYp5IcmvUqrsm-5H4LwiWWd4MS-2tu429LIzmMy6kp~uojR5GkVVVd4lDaDhk0N5vm0i3sG9435EZ6o0NSfew5GW4wzWOjL411nsKqr0zxOxm1N-Nlz-IPSUNMrqwZz5mLGwUyQuuiGrB5LYC0UcDsIZUqyA--IDhNGFq5UBEy~PSvUpGxXlvEIjK07dTxw__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://d1wqtxts1xzle7.cloudfront.net/8023005/Donner_Fight_for_God-libre.PDF?1390853894=&response-content-disposition=inline%3B+filename%3DFight_for_God_But_Do_So_with_Kindness_Re.pdf&Expires=1741531468&Signature=HT5Qn6iF0~923sDI403FzrSI9Pj2ze26yxS0U6Iw53qzq7RDzq4nrbf-4h8woL0YuLghstciNqwaB17d-mRVrpo034EJ6ABh3~J1UHSRCYnRdsd~k8Wn13gDLCoBRDFQakdDERl0QhYVO8DFvJaDqwSlYp5IcmvUqrsm-5H4LwiWWd4MS-2tu429LIzmMy6kp~uojR5GkVVVd4lDaDhk0N5vm0i3sG9435EZ6o0NSfew5GW4wzWOjL411nsKqr0zxOxm1N-Nlz-IPSUNMrqwZz5mLGwUyQuuiGrB5LYC0UcDsIZUqyA--IDhNGFq5UBEy~PSvUpGxXlvEIjK07dTxw__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA

Alec Radford and Karthik Narasimhan. 2018. Im-
proving language understanding by generative pre-
training.

James M Redfield. 1994. Nature and Culture in the
lliad: the Tragedy of Hector. Duke University Press.

Michaela Regneri, Alhassan Abdelhalim, and Soeren
Laue. 2024. Detecting conceptual abstraction in
LLMs. 1In Proceedings of the 2024 Joint In-
ternational Conference on Computational Linguis-
tics, Language Resources and Evaluation (LREC-
COLING 2024), pages 4697—4704, Torino, Italia.
ELRA and ICCL.

Werner Riess. 2012. Performing Interpersonal Violence
Court, Curse, and Comedy in Fourth-Century BCE
Athens. de Gruyter.

Werner Riess and Michael Zerjadtke. 2015. Eris: Ham-
burg information system on greek and roman vio-
lence. Digital Classics Online, pages 70-75.

Alexander Rietzler, Sebastian Stabinger, Paul Opitz,
and Stefan Engl. 2020. Adapt or get left behind: Do-
main adaptation through BERT language model fine-
tuning for aspect-target sentiment classification. In
Proceedings of the Twelfth Language Resources and
Evaluation Conference, pages 4933-4941, Marseille,
France. European Language Resources Association.

Zhyar Rzgar K Rostam and Gabor Kertész. 2024. Fine-
tuning large language models for scientific text clas-
sification: A comparative study. In 2024 IEEE 6th
International Symposium on Logistics and Industrial
Informatics (LINDI), pages 000233-000238. IEEE.

Martha T Roth. 1995. Law collections from
Mesopotamia and Asia minor. Scholars Press.

David A Smith, Jeffrey A Rydberg-Cox, and Gregory R
Crane. 2000. The perseus project: A digital library
for the humanities. Literary and Linguistic Comput-
ing, 15(1):15-25.

Caius Suetonius Tranquillus and Robert Graves. 1962.
The Twelve Caesars... Translated by Robert Graves.
Cassell; printed in Czechoslovakia.

Bruce G Trigger. 2003. Understanding early civiliza-
tions: a comparative study. Cambridge University
Press.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, 1. ukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In Advances in Neural Information Pro-
cessing Systems, volume 30. Curran Associates, Inc.

Xi Wang, Liana Mikaelyan, Taketomo Isazawa, and
James Hensman. 2024.  Kblam: Knowledge
base augmented language model. arXiv preprint
arXiv:2410.10450.

R. Westbrook and G.M. Beckman. 2003. A History
of Ancient Near Eastern Law. Number Bd. 2 in A
History of Ancient Near Eastern Law. Brill.

75

Dorothy Natalie Witham. 2020. The battle of kadesh:
Its causes and consequences. Master Of Arts, Uni-
versity Of South Africa.


https://api.semanticscholar.org/CorpusID:49313245
https://api.semanticscholar.org/CorpusID:49313245
https://api.semanticscholar.org/CorpusID:49313245
https://archive.org/details/naturecultureint00jame
https://archive.org/details/naturecultureint00jame
https://aclanthology.org/2024.lrec-main.420/
https://aclanthology.org/2024.lrec-main.420/
https://library.oapen.org/handle/20.500.12657/30671
https://library.oapen.org/handle/20.500.12657/30671
https://library.oapen.org/handle/20.500.12657/30671
https://scholar.archive.org/work/l65l2t3wozfkhcn6drptopuer4/access/wayback/https://journals.ub.uni-heidelberg.de/index.php/dco/article/download/19281/14275
https://scholar.archive.org/work/l65l2t3wozfkhcn6drptopuer4/access/wayback/https://journals.ub.uni-heidelberg.de/index.php/dco/article/download/19281/14275
https://scholar.archive.org/work/l65l2t3wozfkhcn6drptopuer4/access/wayback/https://journals.ub.uni-heidelberg.de/index.php/dco/article/download/19281/14275
https://aclanthology.org/2020.lrec-1.607/
https://aclanthology.org/2020.lrec-1.607/
https://aclanthology.org/2020.lrec-1.607/
https://arxiv.org/abs/2412.00098
https://arxiv.org/abs/2412.00098
https://arxiv.org/abs/2412.00098
https://books.google.de/books?id=SEhEEQAAQBAJ&lpg=PP1&ots=x38ECkbEmr&dq=Martha%20T%20Roth.%201995.%20Law%20collections%20from%20880%20Mesopotamia%20and%20Asia%20minor.%20Scholars%20Press.&lr&hl=de&pg=PP1#v=onepage&q&f=false
https://books.google.de/books?id=SEhEEQAAQBAJ&lpg=PP1&ots=x38ECkbEmr&dq=Martha%20T%20Roth.%201995.%20Law%20collections%20from%20880%20Mesopotamia%20and%20Asia%20minor.%20Scholars%20Press.&lr&hl=de&pg=PP1#v=onepage&q&f=false
https://academic.oup.com/dsh/article-abstract/15/1/15/935217?redirectedFrom=fulltext&login=false
https://academic.oup.com/dsh/article-abstract/15/1/15/935217?redirectedFrom=fulltext&login=false
https://books.google.de/books?id=PsKzdZ4E-ocC&printsec=frontcover&hl=de&source=gbs_atb#v=onepage&q&f=false
https://www.cambridge.org/core/books/understanding-early-civilizations/4E22C3F88D6A41563441A9422767ADA7
https://www.cambridge.org/core/books/understanding-early-civilizations/4E22C3F88D6A41563441A9422767ADA7
https://proceedings.neurips.cc/paper_files/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://arxiv.org/abs/2403.09085
https://arxiv.org/abs/2403.09085
https://books.google.de/books?id=oeYkAQAAIAAJ
https://books.google.de/books?id=oeYkAQAAIAAJ
https://core.ac.uk/download/pdf/477912926.pdf
https://core.ac.uk/download/pdf/477912926.pdf

A Code and Data

We provide the training data for both tasks as well as the code, downloadable under

https://osf.io/ae835/

Violence detection

The folder 1_violence_detection contains the training and test data for the violence identification task.
The sentences are a subset of ERIS extended with their original contexts extracted from the Perseus
database. We provide both the original dataset and the augmented dataset used for training. The annotation
contains the source as noted in Perseus (book, chapter, and section), the passage text, and the violence
annotation (1 for violent, O for non-violent).

Violence categorization

The folder 2_violence_categorization contains a condensed version of the ERIS database, including
the text passage with the four annotation dimensions we used for classification. To reproduce our training
and test data, please use the code we provide.

Code

We provide two Jupyter notebooks (violence_detection. ipynb and
violence_categorization.ipynb) to reproduce our data preprocessing, model training, and
evaluation for both tasks.

B GPT-40 mini Testing Prompt

You are a historian that classifies historical texts into violent or non-violent based on the
provided examples. The following principles apply to the classification of violent acts:

* Arrests of people and banishments are initially recorded as acts of violence and discussed
with the team before being activated.

e Fictional narratives, such as the conquest of Troy, are included.

* Establishment of colonies, verbal violence (insults), and damage to property (including
fires in buildings, etc.) are excluded.

Your task is to classify each passage based on the criteria above. Respond with only [VIOLENT]
or [NON-VIOLENT] for each classification.

C GPT-40 mini Augmentation Prompt

You are a historian that wants to paraphrase sentences to create new ones for enhancing your
dataset. Generate three different ways to rewrite the following sentence while keeping the same
meaning. Important to note that you are not allowed to change context, motive or consequences.

D Detailed Breakdown for the Violence Categorization results

These are the extended results for Table 2.

RoBERTa Results BERT Results
Precision  Recall F1-Score  Support ‘ Precision  Recall F1-Score  Support
Interpersonal 0.92 0.91 0.91 96 0.93 0.88 0.90 96
Intrasocial 0.95 0.83 0.89 72 0.95 0.78 0.85 72
Intersocial 0.96 0.98 0.97 371 0.94 0.99 0.96 371
Intrapersonal 0.84 0.94 0.89 17 0.76 0.76 0.76 17
Overall 0.95 0.95 0.95 556 | 0.93 0.93 0.93 556

Baselines: Majority = 0.67, Random = 0.49

Table 4: Comparison of Level Results for RoOBERTa, BERT, and Baselines
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RoBERTa Results BERT Results
Precision  Recall F1-Score  Support \ Precision  Recall F1-Score  Support
Civilian 1.00 0.69 0.82 29 0.96 0.79 0.87 29
Jurisdictional 0.86 0.80 0.83 30 1.00 0.77 0.87 30
War/Military Campaign 0.80 0.94 0.87 181 0.83 0.97 0.89 181
Battle 0.93 0.81 0.87 69 0.92 0.88 0.90 69
Plunder 0.69 0.53 0.60 17 0.75 0.53 0.62 17
Ambush 0.85 0.73 0.79 15 1.00 0.67 0.80 15
Conspiracy 0.82 0.82 0.82 11 0.53 0.82 0.64 11
Revolt 1.00 1.00 1.00 21 1.00 1.00 1.00 21
Conquest 0.50 0.57 0.53 7 0.57 0.57 0.57 7
Naval Battle 1.00 1.00 1.00 2 0.29 1.00 0.44 2
Religious 1.00 1.00 1.00 6 0.67 0.33 0.44 6
Institutional 0.60 0.75 0.67 4 1.00 0.75 0.86 4
Sack 0.00 0.00 0.00 1 0.00 0.00 0.00 1
Single Combat 1.00 0.50 0.67 4 1.00 0.50 0.67 4
Siege 0.83 0.81 0.82 31 0.89 0.81 0.85 31
Unknown 1.00 1.00 1.00 5 1.00 0.80 0.89 5
Regicide 0.69 1.00 0.81 11 0.79 1.00 0.88 11
Military 0.90 0.87 0.89 93 0.91 0.90 0.91 93
Entertaining 0.60 0.43 0.50 7 0.60 0.43 0.50 7
Mutiny 1.00 0.75 0.86 8 1.00 0.75 0.86 8
Familicide 1.00 1.00 1.00 2 0.00 0.00 0.00 2
Fratricide 0.00 0.00 0.00 1 0.00 0.00 0.00 1
Paramilitary 1.00 1.00 1.00 1 0.00 0.00 0.00 1
Overall 0.86 0.85 0.84 556 0.86 0.86 0.85 556

Baselines: Majority =

0.33, Random = 0.16

Table 5: Comparison of Context Results for RoOBERTa, BERT, and Baselines

RoBERTa Results BERT Results
Precision  Recall F1-Score  Support \ Precision  Recall ~F1-Score  Support
Unknown 1.00 0.80 0.89 20 0.81 0.65 0.72 20
Political 0.84 0.86 0.85 122 0.91 0.86 0.89 122
Tactical/Strategical 0.87 0.88 0.87 197 0.92 0.88 0.90 197
Economical 0.74 0.82 0.78 28 0.69 0.86 0.76 28
Following Orders 0.90 0.86 0.88 77 0.81 0.90 0.85 77
Self-Defence 0.75 0.69 0.72 13 0.73 0.62 0.67 13
Emotional 0.97 0.77 0.86 43 0.92 0.84 0.88 43
Ambition 0.71 0.83 0.76 35 0.64 0.83 0.72 35
Social 0.71 1.00 0.83 5 1.00 1.00 1.00 5
Religious 0.83 0.83 0.83 6 0.83 0.83 0.83 6
Other 1.00 1.00 1.00 6 1.00 0.83 0.91 6
None/Accident 0.75 0.75 0.75 4 0.75 0.75 0.75 4
Overall 0.86 0.85 0.85 556 0.86 0.86 0.86 556

Baselines: Majority =

0.35, Random = 0.20

Table 6: Comparison of Motive Results for RoOBERTa, BERT, and Baselines
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RoBERTa Results BERT Results

Precision  Recall F1-Score  Support \ Precision  Recall ~F1-Score  Support

Unknown 0.78 0.89 0.83 199 0.83 0.91 0.87 199
Campaign 0.81 0.87 0.85 28 0.82 0.82 0.82 28
Conquest 0.83 0.83 0.83 24 0.58 0.92 0.71 24
Coronation/Inauguration 1.00 0.67 0.80 12 0.90 0.75 0.82 12
Exile 1.00 0.67 0.80 6 0.86 1.00 0.92 6
Death 0.81 0.72 0.72 32 0.77 0.69 0.73 54
Other 0.72 0.72 0.72 32 0.86 0.78 0.82 32
Victory 1.00 1.00 1.00 16 0.88 0.94 0.91 16
Bestowing of Honors 0.67 0.33 0.44 6 1.00 0.17 0.29 6
Issuing of Law/Decrees 1.00 0.33 0.50 3 0.50 0.33 0.40 3
Injury 0.71 1.00 0.83 5 1.00 1.00 1.00 5
Battle 0.80 0.53 0.64 15 0.67 0.67 0.67 15
Declaration of War 1.00 1.00 1.00 2 1.00 1.00 1.00 2
Retreat 0.67 0.80 0.73 10 0.67 0.80 0.73 10
Mutiny 1.00 0.50 0.67 2 1.00 0.50 0.67 2
Sending of Envoys 0.93 1.00 0.96 13 0.92 0.92 0.92 13
Civil Conflict/Civil War 0.00 0.00 0.00 1 0.00 0.00 0.00 1
Tyranny 0.50 1.00 0.67 2 1.00 1.00 1.00 2
Capture 0.71 0.71 0.71 14 0.77 0.71 0.74 14
Destruction/Devastation 0.84 0.81 0.82 26 0.84 0.81 0.82 26
Repopulation 1.00 1.00 1.00 2 1.00 1.00 1.00 2
Declaration of Peace/Truce 1.00 0.44 0.62 9 1.00 0.44 0.62 9
Release of Prisoners 1.00 1.00 1.00 2 0.67 1.00 0.80 2
Garrisoning of Troops 1.00 0.67 0.80 6 1.00 0.67 0.80 6
Famine 1.00 1.00 1.00 1 1.00 1.00 1.00 1
Siege 0.95 0.70 0.81 30 0.95 0.70 0.81 30
Deportation 1.00 0.25 0.40 4 1.00 0.50 0.67 4
Treaty/Agreement/Pact 1.00 0.33 0.50 3 0.00 0.00 0.00 3
Surrender 0.67 1.00 0.80 2 0.67 1.00 0.80 2
Financial Reward 0.75 1.00 0.86 3 0.75 1.00 0.86 3
Seclusion 0.33 1.00 0.50 2 1.00 1.00 1.00 2
Plunder 0.86 1.00 0.92 6 1.00 1.00 1.00 6
Mutilation 1.00 1.00 1.00 1 1.00 1.00 1.00 1
Revenge 1.00 1.00 1.00 6 1.00 1.00 1.00 6
Execution 0.40 0.50 0.44 4 0.33 0.25 0.29 4
Torture 0.75 1.00 0.86 3 0.75 1.00 0.86 3
Applause 1.00 0.50 0.67 2 1.00 0.50 0.67 2
Overall 0.82 0.80 0.80 556 | 0.82 0.81 0.81 556

Baselines: Majority = 0.36, Random = 0.16

Table 7: Comparison of Long-Term Consequences Results for RoOBERTa, BERT, and Baselines
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Abstract

Automated scene segmentation is an ongo-
ing challenge in computational literary studies
(CLS) to approach literary texts by analyzing
comparable units. In this paper, we present our
approach to text segmentation using a classifier
that identifies the position of a scene change in
English-language fiction. By manually anno-
tating novels from a 20th-century US-English
romance fiction corpus, we prepared training
data for fine-tuning transformer models, yield-
ing promising preliminary results for improv-
ing automated text segmentation in CLS.

1 Introduction

Segmenting literary prose into meaningful units,
such as events, plots, or scenes, opens up new
possibilities for comparative analysis by focusing
on smaller units rather than entire texts. How-
ever, automating this process remains a significant
challenge in CLS. While many computational ap-
proaches depend on pre-segmented texts due to
input size limitations, standardized methods for
segmentation are still lacking. As a result, heuris-
tic approaches, such as dividing texts into equal-
sized units or relying on chapter boundaries, are
often used — even though chapter divisions typi-
cally reflect editorial choices rather than coherent
narrative structures, and especially popular fiction
and serialized novels often play with cliff hangers
that extend a key action beyond chapter boundaries
(Pethe et al., 2020; Bartsch et al., 2023; Stiemer
et al., 2025).

Drawing from their established use in dramatic
texts and film studies, scenes have emerged as
useful units for segmenting literary prose. De-
fined by consistency in time, place, and characters,
scenes “‘center around a particular action” (Gius
et al., 2019). This internal coherence allows them
to function as self-contained, meaningful units that
can be systematically compared to other scenes
within a narrative or a text corpus. For instance,
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consider a novel in which an initial scene takes
place in a supermarket where one of the characters
is depicted grocery shopping. This is followed by
a new scene set in a kitchen where two characters
are cooking and talking. Each scene can be ana-
lyzed independently in terms of its temporal and
spatial dimensions. By segmenting a text into such
discrete units, we enable systematic comparative
investigations of character constellations, spatial
patterns, and thematic developments. For example,
after identifying all the scenes that take place in
a supermarket, one could compare the recurring
characters in those scenes and analyze their actions
in that specific space.

The automation of scene annotation was first ap-
proached by Gius et al. (2019), whose definition
served as the basis for the Shared Task of Scene
Segmentation (STSS) of German prose (Zehe et al.,
2021b). This initiative included the development of
scene detection guidelines (Gius et al., 2021) and
the creation of German-language training datasets
with manually annotated scenes to support auto-
mated methods. The most effective approach, de-
veloped by Kurfali and Wirén (2021), utilized a
BERT-based model with weighted cross-entropy
and the IOB2 scheme, focusing on identifying
scene boundaries rather than full segments.

Our goal is to make a first attempt at develop-
ing a scene recognition classifier for US-English
fiction. We build on the winning team’s approach
in the German shared task, but use more recent
language models and an approximation strategy
that works by predicting scene changes that occur
in six-sentence segments'. Since the submission
of this paper in January 2025, we have learned
of an independent but comparable approach devel-
oped by Zehe et al. (2025). Their work, focusing
on German texts, extends the earlier scene seg-
mentation project (Zehe et al., 2021b), which was

'Code is available at: https://github.com/
literarylab/scene_segmentation.

Proceedings of LaTeCH-CLfL 2025, pages 79-86
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Corpus “Men Made in America”

female authors 47
romance novels 50
words in total 5,5 Mio.
manually annotated texts 10
in words 572,907
scene changes in gold annotation 795

Table 1: Corpus metadata.

paused in 2022 after the completion and evaluation
of the shared task at KONVENS 2021. To evalu-
ate their inter-annotator agreement and the perfor-
mance of their automation, they introduce a new
metric, namely a “relaxed F1 score” (Zehe et al.,
2025, 5), which allows a tolerance of three sen-
tences for the detected position of a scene change
in the manual and automated annotations. The au-
thors argue that fluid scene changes, which cannot
be precisely positioned in the text even by human
annotators, usually occur within a window of three
sentences. Accordingly, the relaxed F1 score gives
better scoring results that reflect the performance of
the human annotators and the models (Zehe et al.,
2025, 5). These findings are consistent with our ob-
servation that scene change transitions can span up
to three sentences, which led to our decision to use
a six-sentence segment approach for the prediction
process.

2 Method

2.1 Manual Annotation

Referring to the scene annotation guidelines from
Gius et al. (2021), we manually annotated 20% of
a corpus of thematically cohesive romance novels
from the Harlequin series “Men Made in America”
(1982-2002) for scene changes (Table 1 for more
information). As already recognized in Zehe et al.
(2021a), genre fiction proved easier to annotate
than high-brow literature due to its block-style and
inherently scenic writing style. The homogeneous
corpus consists of 50 novels (each 250 pages — be-
tween ca. 40,000 and 75,000 words) written solely
by female authors, with each novel telling the ro-
mantic story of a couple in one of the 50 United
States of America.

As a group of four experts and four trained stu-
dent annotators from literary studies, we manu-
ally annotated ten novels with two annotators per
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Annotation Comparison by Text Span

_Collection A

ion_Collection G

ion_Collection B

0 5k 10k 15k

Figure 1: Comparison of two independent annotations
(A+B, 0.35+) with the gold annotation (G) in the middle.
Visualization created with GitMA (Vauth et al., 2022)
to demonstrate the gold annotation creation process.

novel?. Our inter-annotator agreement® (Table 2),
ranging from 0.31 to 0.53 Mathet’s v*, was lower
than in Zehe et al. (2021a), who reported an agree-
ment of 0.7 for the annotation of German novels
by two trained expert annotators. However, dif-
ferences in segment length preferences and inclu-
sion or exclusion of chapter headings sparked valu-
able discussions and resulted in compromise gold
annotations. Evaluating annotation quality high-
lighted the benefits of “collective intelligence” as
described by Baledent et al. (2022, 2947), where
annotators’ errors are mutually offset — such as one
favoring shorter segments and the other preferring
fewer longer ones. By involving a third annotator
to create gold annotations based on the independent
annotations by two annotators, the results struck
a balanced compromise, mitigating the effects of
lower inter-annotator agreement (Figure 1).

This process highlights the interpretive nature of
scene segmentation, for a task for which there is
no ground truth data, especially when time, place,
and character information remain vague. Instead, a
negotiated consensus ensures that gold annotations
represent a balanced compromise among annota-
tors. Annotators review the entire text, identify
scene change positions, highlight the relevant text,
and label it as either “scene” or “non-scene.” Initial
comparisons revealed that scenes are more frequent
than non-scenes in novels, with notable variation
in the distribution and length of segments depend-
ing on the novel (mean segment length: 869.10
words; standard deviation: +799.47 words; mini-
mum: 69.63; maximum: 1668.57), reflecting dif-

>The manual annotation process utilizes the software
CATMA 7.1 (Evelyn Gius et al., 2024), which facilitates col-
laborative annotation and comparison of annotations.

3The inter-annotator agreement has been calculated using
the Python package GitMA by Vauth et al. (2022).

“Mathet’s ~y is further explained in Mathet et al. (2015)
and Zehe et al. (2021a, 3172).



ferences in narrative style. Chapter markers were
observed to sometimes signal scene changes, but
not as a consistent pattern, as clifthangers in some
novels break this convention. These findings un-
derscore the value of defining scene changes as
a semantically meaningful segmentation unit in
literary studies, as opposed to relying solely on
chapter boundaries. Consistent with Zehe et al.
(2021b, 15), scene changes were frequently trig-
gered by temporal shifts (e.g., “two hours later”),
spatial transitions, or changes in character config-
urations. The main consequence of calculating
inter-annotator agreement, engaging in discussions,
and creating gold annotations was that we decided
to include embedded scenes and short non-scenes
within larger annotated segments. We also decided
to treat temporally parallel actions presented from
different perspectives in successive narrative units,
but representing the same narrative time and space,
as sub-scenes combined into a larger single anno-
tated segment. Drawing on the terminology and
analytical framework of film analysis, we refer to
these interconnected narrative units as “sequences”
(Cutting, 2014, 70-71). In this context, the bound-
aries of these cohesive narrative units — each of
which may consist of multiple smaller segments —
were selected and prepared as training data for the
automation of their detection in the text.

2.2 Automation Approaches

To automate scene segmentation, we investigated
two approaches: (1) using a generative model and
(2) fine-tuning a pre-trained custom model.

(1) In our first approach (in November 2024),
we provided the novel text (either the entire novel
at once or pre-segmented in chapters) along with
the scene annotation guidelines from Gius et al.
(2021) to several large language models (LLMs),
including ChatGPT 4 and 4-o, Claude 3.5 (Sonnet
and Haiku), Gemini Pro, and Llama 3.2. How-
ever, none of these models produced satisfactory
results, as anecdotally noted in the following: For
example, ChatGPT 4-o frequently misinterpreted a
single conversation scene, dividing it into multiple
discrete scenes, likely due to shifts in the speaking
character. Additionally, some LLLM approaches pro-
duced an excessive number of short scene segments,
suggesting a tendency to over-annotate rather than
accurately detect meaningful boundaries, possibly
as a strategy to generate more results without a
clear understanding of the underlying structure. Al-
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though our findings remain anecdotal due to the
lack of a detailed quantitative evaluation, initial ex-
periments showed significant issues with accurate
scene boundary detection, leading us to explore al-
ternative approaches. These observations are in line
with prior research on LLM performance, which
has shown that these models can exhibit signs of
misclassifying or overgeneralizing based on their
pre-training data (Bamman et al., 2024). Addition-
ally, LLMs struggle with long-context sequences,
getting lazy especially in complex real-world sce-
narios that require them to understand the entire
input (Li et al., 2024). Accordingly, we suggest
that current LLMs are not yet equipped to effec-
tively process and reason over long, context-rich
sequences, which is crucial for tasks like scene seg-
mentation’. Given these failures, it became clear
that relying on generative models for this task was
not yet appropriate.

(2) Consequently, we shifted to fine-tuning a
transformer-based pre-trained model for detecting
scene change points within a text, which allowed
us to derive the desired scene segments. To approx-
imate scene change positions, we pre-processed
the manually annotated novels by automatically
splitting them into six-sentence passages (after re-
moving typographical elements such as “***” or
chapter indications to avoid bias). We chose the
passage size based on the aforementioned observa-
tion that scene changes often occur gradually over a
few sentences, and that annotators’ decisions about
scene boundaries typically vary by about +3 sen-
tences, making six sentences a reasonable segment
length for the approximation task. Automatically
extracted from the manual annotations using reg-
ular expressions, the passages are binary labeled
as containing a scene change (1) or not (0). We
have fine-tuned two transformer-based models to
this binary classification task: BERT (Devlin et al.
(2019), model version from 2023) and the Univer-
sal Sentence Encoder (USE by Cer et al. (2018),
model version from 2023 with total parameters:
470,928,387 (1.75 GB) and trainable parameters:
1,538 (6.01 KB)). Although BERT is widely used
in most NLP tasks, we found USE to achieve bet-
ter performance in our specific case. BERT is de-

5In a brief trial with DeepSeek in February 2025 (Deep-
Think R1 (DeepSeek-Al, 2025)), we found that the model
detected fewer scene changes than human annotators, but the
locations of scene changes in a short test set all overlapped
with human annotations. However, we are currently waiting
for secure local API access to the LLMs to perform a qualita-
tive experiment on our copyrighted data.



Scene changes

Author (Date) Title Cohen’sk  Mathet’sy words
in gold annot.

Ferrarella (2000) Found: His Perfect Wife AK 0.49 - 59 65,421
Broadrick (1986) Deceptions CA 0.3 - 69 42,605
Stuart (1984) Tangled Lies HI 0.3 0.31 88 69,124
Palmer (1985) Love By Proxy IL 0.3 - 76 42,063
Campbell (1987) Pros and Cons MA 0.38 - 91 75,527
‘Webb (2000) Warrior’s Embrace MS 0.21 0.34 118 58,903
McKenna (1984) Too Near the Fire OH 0.78 0.41 39 43,319
Leonard (2000) Cowboy Be Mine TX 0.52 0.53 65 62,421
Neggers (1989) Finders Keepers VT 0.51 - 90 52,869
Cassidy (1997) Midnight Wishes WY 0.39 - 100 60,655
10 Romance novels  from “Men Made in America” ¢0.4 ¢0.4 795 572,907
20 translated novels  reuse from Zehe et al. (2025) - 0.7 1,250 597,659
30 novels total training set - - 2,045 1,170,566

Table 2: Inter-annotator agreement between two expert human annotators of manual annotations. A visual
comparison of the agreement and its relation to the IAA scores can be found in Figure 1 demonstrating an agreement

of 0.35~.

signed to capture the bidirectional context of words
within a sentence, making it particularly effective
for token-level tasks such as question answering
and named entity recognition. In contrast, USE
generates fixed-size vector embeddings that rep-
resent entire sentences, making it well-suited for
semantic similarity and sentence-level tasks. Given
that scene detection typically involves analyzing
larger segments of text rather than individual words,
we hypothesize that USE’s sentence-level embed-
dings provide a more effective representation for
this task. When comparing the fine-tuned BERT and
USE models in an initial model selection trial, we
observed an increase in F1 score of approximately
0.2 for both the balanced training and validation
test sets (Table 3), supporting the decision to focus
on USE.

For the final training of the model, we combined
the ten manually annotated texts from the romance
novel corpus (see Table 1) with an automatically
generated translation of 20 novels from the training
corpus of the shared task described in Zehe et al.
(2021b) and Zehe et al. (2025). Furthermore, we
upsampled the scene change annotations to pro-
vide an equal distribution of the classes and avoid
model bias (using random oversampling). Accord-
ingly, for the automation task, the majority baseline
dropped from 0.87 to 0.5 in the internal test set.

3 Evaluation and Error Analysis

For the evaluation, we compiled a test set using
the final five manually annotated scenes from each
of the ten romance novels in the original corpus.
These last five scenes were previously excluded
from the training set, resulting in a total of 50
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scenes. Like the training data, they were segmented
into six-sentence segments (0.8 majority baseline).
This approach ensured that the test set remained
sufficiently similar to the data of interest, namely
our US romance novel corpus, while still providing
enough variation to assess the model’s generaliza-
tion ability.

The evaluation on the unseen test set reveals that
the model is more prone to overlooking a scene
change than to mistakenly identifying one where
none exists, as there are many more false negatives
than false positives. Through an examination of
individual examples, we identify several factors
that influence the model’s predictions: 1) segment
length, 2) characters and pronouns, 3) ambiguity in
manual annotations. First, we find that the model is
more likely to make errors when processing longer
inputs. Specifically, by calculating the average
segment length, we observed that the biggest differ-
ence was between correct cases and false positives,
indicating that the model is more likely to detect
a scene change in longer segments. Second, we
identify character names as a key factor influenc-
ing the model’s predictions, particularly in cases
where errors occur. We recognize that false positive
and false negative cases are governed by different
aspects of character mentions. In false positive
cases, the model misinterprets a continuous scene
as a scene change due to the introduction of new
characters, which incorrectly signals a break. Con-
versely, in false negative cases, actual scene breaks
are mistaken for continuity because the model rec-
ognizes recurring names Or pronouns across scenes,
leading to incorrect predictions. Finally, we also
identify a third group of errors where the reasoning



(first trial) (final training)

Model Performance BERT USE | USE test set
Accuracy 0.83
Training 0.92 0.94 | 0.81
Validation 0.92 0.95 | 0.81
¥ 0.5

Training 0.48 0.69 | 0.66 )
Validation 0.48 0.71 | 0.65
Precision

Training 0.47 0.74 | 0.72 0.59
Validation 0.46 0.76 | 0.72

Recall
Training 050 065 | 062 O
Validation 0.50 0.67 | 0.61
Loss

Training 0.31 0.16 | 043 -
Validation 0.31 0.17 | 042

Table 3: First trial: Performance comparison of two
Transformer models (best epoch) indicating the valida-
tion results during the initial training process leading
to the decision to use USE as the main model: BERT
en_uncased and Universal Sentence Encoder (USE) fine-
tuned on four manually annotated training texts (before
upsampling). Final training: Performance of the best
epoch of the USE model fine-tuned on 20 manually
annotated training texts (after upsampling). The last col-
umn contains the evaluation results on the independent
test set.

behind the human annotator’s decision to mark a
scene change is unclear, making it difficult to deter-
mine the correct interpretation. This is of particular
interest given the low agreement among human
annotators in manual scene change annotation, sug-
gesting the absence of ground truth for this task for
US-English texts.

4 Conclusion and Outlook

In conclusion, the evaluation results and the er-
ror analysis® are promising, but the current ap-
proach only approximates scene change positions
within six-sentence segments. To enhance preci-
sion, we started developing a sentence-wise pre-
diction model that identifies the first sentence of a
six-sentence segment previously predicted with a
high probability of bearing a scene-change. How-
ever, the task is still far from being solved and with
our contribution we want to reopen the discussion
on scene segmentation, and add a new perspective
to the discourse on meaningful literary text segmen-
tation for CLS.

®A detailed analysis of the errors can be found in the Ap-
pendix A.

&3

Limitations

The study has several limitations that warrant
further investigation: Regarding generalizability,
while the segmentation approach may be applica-
ble to other popular fiction genres similar to those
found in our annotated corpus, we do not expect it
to perform well on more complex, highbrow liter-
ary texts. The structural and stylistic differences
between such texts and the corpus used in this study
pose a challenge for direct transferability (see also
Zehe et al. (2021b)).

Another limitation is that our study focuses only
on segment boundary detection, without distin-
guishing between scenes and non-scenes. While
this classification is part of the full task as defined
by Zehe et al. (2021b), our approach does not ac-
count for their distinction, nor for the detection of
nested scene structures, where scenes exist within
other scenes. Addressing this aspect would require
a more hierarchical segmentation approach, which
remains an open direction for future research.

Additionally, due to differences in language and
test sets, our results are not directly comparable to
those reported by Zehe et al. (2021b). This discrep-
ancy should be considered when interpreting our
findings in relation to prior work.

Ethics Statement

Our experiments are conducted on an extended ver-
sion of an existing dataset consisting exclusively of
fictional texts, including romance novels, which are
subject to copyright restrictions. The scene segmen-
tation task is independent of the specific content of
these texts and focuses solely on structural analysis.
We do not identify any ethical concerns related to
this task or its potential applications. The models
presented in this study are intended purely for the
analysis of fictional narratives.
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A Appendix: Detailed Error Analysis

In this section, we conduct an in-depth analysis of
the prediction errors from the six-sentence USE
model (see the confusion matrix in Figure 2).

We begin with an overview of the test data.
Among the 493 test cases, the model made 403 cor-
rect predictions and 90 incorrect ones. Of these 90
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