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Introduction
Our system competes in the news shared
task of unsupervised machine translation
from German to Czech using monolingual
training data only.

SystemDescription
Our pipeline combines a PBMT and a NMT
system in the following steps:
•Create an unsupervised PBMT system
(Monoses by Artetxe et al., 2018);

•Use the PBMT system to produce a syn-
thetic parallel corpus;

•Train a Transformer NMT system on
the synthetic data (seg-level Marian as
in the poster “English-Czech Systems in
WMT19: Document-Level Transformer”);

•Enhance the synthetic corpusandfine-tune
the system.

Challenges
1.Wrongword order;
2.Non-translated words;
3.Randomlymistranslated named entities.
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1. Er weiß dass es ist Wahr.

2. Auf písčitém Küste …..

3. König Harold ist hier.

Ví, že to je pravda.

Na písčitém břehu …..

Král Ludvík je tady.

Synthetic Parallel Corpus
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Totally scrambled 

names!
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Solutions
Fine-tuning of the NMT model on new syn-
thetic corpora enhanced by:
1.Random reordering of words within a
5-wordwindow;

2.Replacing non-translated Czech words on
the German side by <unk>;

3.Removingmistranslated named entities or
replacing them by the original names.
Post-processing to correct final translations
of named entities.

PBMT

PBMT 

system
DE – CS

62M

CS

NewsCrawl
70M

DE 

NewsCrawl
267M

phrase2vec

+

VecMap

NMT

NMT 

system

Phrase

Embeddings

Monolingual 

Data

Synthetic

Parallel Data

Back-translation Enhanced 

DE – CS
Fine-tuning

Final 

Translation

Translated 

test set

CS

Post-processing

Final Automatic Evaluation

SystemName BLEU
uncased

CUNI-Unsup-base 13.6
CUNI-Unsup 15.3
CUNI-Unsup-NER 14.6
CUNI-Unsup-NER-post 14.4
Benchmark-Supervised 19.3
Benchmark-TransferEN 13.6
System performance on newstest2019.

Manual Comparison

Better Output By Sentences
with NEs noNEs

CUNI-Unsup 28% 26%
CUNI-Unsup-NER 52% 28%
Both equal 20% 46%
Total 100% 100%

Better Output By Sentences
with NEs noNEs

CUNI-Unsup-NER 14% 0%
CUNI-Unsup-NER-post 18% 0%
Both equal 68% 100%
Total 100% 100%
Results of manual evaluation on a strati-
fied subset of the validation data set cre-
ated by randomly selecting 100 sentences
with NEs and 100 sentences without NEs.
Legend

CUNI-Unsup-base no fine-tuning
CUNI-Unsup* fine-tuned on 1 & 2
CUNI-Unsup-NER* fine-tuned on 1, 2 & 3
CUNI-Unsup-NER-post** post-processed
Benchmark-Supervised trained on 8.8M paralllel

sentences
Benchmark-TransferEN trained for the en→cs

task and fine-tuned on
synthetic de→cs data

* submitted; ** submitted as primary
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