THE MLLP-UPV SUPERVISED MACHINE TRANSLATION SYSTEMS
FOR WMT19 NEWS TRANSLATION TASK

Javier Iranzo-Sanchez Goncal V. Garces Diaz-Munio Jorge Civera Alfons Juan

f< MLLP

www.mllp.upv.es
UNIVERSITAT
POLITECNICA

B II VRAI DE VALENCIA
SYSTEM EVALUATION

Valencian Research Institute
for Artificial Intelligence

Machine Learning
and Language Processing

INTRODUCTION

e Neural Machine Translation (NMT) systems created
for the WMT19 News Translation shared task (DE<+EN, DE«+FR)

e Fine-tuning (after training converges) on a small in-domain subset
(DE<>EN: newstest08—16; DE<«+FR: half of the dev data)

e [ransformer architecture (2017): state of the art, quick training e Inference with checkpoint averaging (8 last checkpoints)

e Techniques applied:

BLEU
— Multi-GPU & Half-Precision to improve and speed up training 12018 Nt2019
— Corpus filtering applied on bigger, noisier ParaCrawl! corpus Languages System (test)  (hidden test)
— Data augmentation: Back-translations from monoling. corpora Big, 8GPU 47.6 37.7
— Domain adaptation through fine-tuning on in-domain data + fine-tuned | 47.8 39 4
DE — EN
+ noise 48.0 40.2
EXPER||\/|ENTAL SETUP + fine-tuned 47.9 40.1
Corpus filtering EN s DE Big, 8GPU 45.7 39.4
+ fine-tuned | 48.1 41.7
e (Goals: to take out the noise, to perform some domain adaptation _
OE _s FR Big, 4GPU 33.3 34.4
: —
e [wo approaches were compared: + finestuned | 335 345
— LM-based filtering: Two 9-gram character—bgsed LMs, one Big, 4GPU 54 9 56.9
for target and one for source. Sort sentence pairs by perplexity FR — DE
combination (/s - s2); take the n lowest-scored pairs. + fine-tuned | 25.4 27.5

— Dual Conditional Cross-Entropy filtering: Sent. pairs sorted
by product of partial scores: language id (/lang), dual condi-
tional cross-entropy (adq), and cross-entropy difference (dom).

WMT19 OFFICIAL RESULTS

e Cross-Entropy provided the best results

e Applied on the bigger, noisier ParaCrawl corpus ank
System | Human evaluation Auto eval. (BLEU)
Data setup DE — EN 1/3 6/11
Sentence pairs (M) EN — DE 2/4 10/17
WMT19  Filtered DE — FR 1/4 3/6
Languages | bilingual ParaCrawl Back-trans FR — DE 2 /13 4/5
DE — EN 5.5 10.0 44.0
EN — DE 5.5 10.0 18.0
DE—~FR | 25 1.0 10.0 CONCLUSIONS
FR — DE 2.9 1.0 18.0 e [ransformer performance is highly dependent on batch size

(multi-GPU systems and gradient accumulation are very helpful).

e Back-translation model: Transformer Base baseline (1 GPU)

e WMT19+Filtered oversampled for 1:1 ratio with back-trans  Domain adaptation through fine-tuning provides improvements.

¢ Adding noise helps to take advantage of more back-translations.

e DE«EN: We tested adding noise to the source side of the
Further study is needed on effects of noise jointly with fine-tuning.

back-translations, jointly with no oversampling

Model configuration
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e Vocabulary: 40K joint BPE
e Gradient accumulation & Half-Precision training

e Software used: Fairseq NMT toolkit



