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Abstract

This paper explores the effect of emotional
speech synthesis on a spoken dialogue system
when the dialogue is non-task-oriented. Al-
though the use of emotional speech responses
has been shown to be effective in a limited
domain, e.g., scenario-based and counseling
dialogue, the effect is still not clear in the
non-task-oriented dialogue such as voice chat.
For this purpose, we constructed a simple di-
alogue system with example- and rule-based
dialogue management. In the system, two
types of emotion labeling with emotion es-
timation are adopted, i.e., system-driven and
user-cooperative emotion labeling. We con-
ducted a dialogue experiment where subjects
evaluate the subjective quality of the system
and the dialogue from multiple aspects such as
richness of the dialogue and impression of the
agent. We then analyze and discuss the results
and show the advantage of using appropriate
emotions for expressive speech responses in
the non-task-oriented system.

1 Introduction

Recently, spoken dialogue systems have been becom-
ing popular in various applications, such as a speech
assistant system in smartphones and smart speakers,
an information guide system in public places, and hu-
manoid robots. There have been a variety of studies
for developing spoken dialogue systems, and the sys-
tems are roughly grouped into two categories, task-
oriented and non-task-oriented systems, from the as-
pect of having a goal or not in the dialogue. Although
the task-oriented dialogue systems (Zue et al., 2000;
Kawanami et al., 2007) are important as practical ap-
plications, e.g., ticket vending and information guid-
ance, the role of the non-task-oriented systems is in-
creasing for more advanced human-computer interac-
tion (HCI) including voice chat.

There have been many studies related to the non-
task-oriented dialogue systems. Nakano et al. (2006)
tried to incorporate both task-oriented and non-task-
oriented dialogue functions into a humanoid robot us-

ing a multi-expert model. Dybala et al. (2010) pro-
posed an evaluation method of subjective features of
human-computer interaction using chatbots. Yu et al.
(2016) proposed a set of conversational strategies to
handle possible system breakdowns. Although these
studies enhance the performance of the dialogue sys-
tems, an important role is still missing from the view-
point of the system expressivity. Specifically, the sys-
tem cannot perceive and express para-linguistic infor-
mation such as emotions, which is completely different
from our daily communication.

Several studies have been presented where emo-
tions were taken into consideration in spoken dia-
logue systems. MMDAgent (Leeetal., 2013) is a
well-known open-source dialogue system toolkit where
emotional speech synthesis based on hidden Markov
models (HMMs) (Yoshimura et al., 1999) is incorpo-
rated and style modeling and style interpolation tech-
niques can be used for providing expressive speech
(Nose and Kobayashi, 2011). Suetal. (2014) have
combined situation and emotion detection with a spo-
ken dialogue system for health care to provide more
warming feedback of the system. Kase et al. (2015) de-
veloped a scenario-based dialogue system where emo-
tion estimation and emotional speech synthesis were
incorporated. However, the use of emotional speech
synthesis was not investigated in a non-task-oriented
dialogue system, and the effect of the emotions on the
dialogue is still unclear.

In this study, we develop a Japanese simple non-task-
oriented expressive dialogue system with text-based
emotion detection and emotional speech synthesis. We
then conduct a dialogue experiment in which partic-
ipants chat with the system and evaluate the perfor-
mance in terms of multiple subjective measures such as
richness and pleasantness of the conversation and ana-
lyze the result. We also examine the change of the pitch
variation of the users in the dialogue to investigate the
acoustic effect of the system expressivity on the utter-
ance of the users.

2 Overview of the Dialogue System

Figure 1 shows the flow of the dialogue system con-
structed for the experiment in Section5. The speech
input is decoded to the text using a speech recog-
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Figure 1: Overview of our non-task-oriented dialogue system with system-driven/user-cooperative emotional
speech synthesis. The system or the user utterance is used alternatively for the emotion labeling in the case of
(a) the system-driven or (b) the user-cooperative systems, respectively.

Table 1: Dialogue example between a user and the sys-
tem. U and S denote user and system, respectively, and
E and R denote the types of the response generation,
i.e., example- and rule-based, respectively.

U Hi!

S Hello! Let’s talk about ball games. E
U  Allright!

S Is the basketball exciting? R
U Ilike watching basketball.

S That’s good, me too. R
U Do you like baseball?

S Idon’tlike baseball. R
U Why?

S I’ve never thought the reason. E
U Isee.

nizer, Julius (Lee and Kawahara, 2009). In the dia-
logue management part, system responses are gener-
ated by combining example-based and typical rule-
based (Weizenbaum, 1966) response generation meth-
ods. First, query matching for the example-based re-
sponse generation is applied to the text using a dia-
logue example database that is constructed in advance.
Specifically, the decoded text is converted to a vector
using a bag of words, and cosine similarity is calcu-
lated between the text and the questions in the database.
If the similarity score is larger than or equal to a pre-
determined threshold, the answer corresponding to the
question having highest similarity is adopted as the sys-
tem utterance. Otherwise, the system utterance is gen-
erated by applying the prepared rules to the decoded
text, i.e., the user utterance. For the rule-based re-
sponse generation, nouns (e.g., baseball, pasta) and
subjective words (e.g., like, dislike, happy) are ex-
tracted from the user utterance and are used for the re-
sponse generation based on the rules. Table 1 shows an
example of the dialogue between a user and the system
where the system responses are generated using both
example- and rule-based methods.

After the response generation, emotion estimation,
in other words, emotion labeling, is performed us-

ing either the system or the user utterance to choose
the emotion to be used in the succeeding speech syn-
thesis. We call the emotion labeling with the sys-
tem and the user utterances “system-driven” and “user-
cooperative” labeling hereafter, which was also dis-
cussed in the previous study on scenario-based dia-
logue (Kase et al., 2015). Finally, emotional speech
synthesis based on HMMs is performed using the emo-
tion label and the corresponding emotion-dependent
acoustic model trained in advance. The details of the
emotion estimation and the emotional speech synthesis
are described in Sections 3 and 4, respectively.

3 Emotion Labeling Using System or
User Utterance

In both system-driven and user-cooperative emotion
labeling, the emotion category is estimated from the
content of the text (Guinn and Hubal, 2003), i.e., the
system or the user utterance in Figure 1, which was
previously used in (Kase et al., 2015). Basically, the
estimation of emotion category is based on matching
between words in a sentence and a database of emo-
tional expression words. Two data sources are ex-
ploited, one is an evaluation polarity dictionary of verbs
(Kobayashi et al., 2004), and the other is a sentiment
polarity dictionary of nouns (Takase et al., 2013), both
are for Japanese words. The expressions and words in
those dictionaries have either positive or negative po-
larity. Thus, if a sentence has a word or an expression
(a phrase) with positive or negative polarity, we give the
sentence “happy” or “sad” emotion, respectively. If no
such words and phrases are found, we give a “neutral”
emotion label. Several rules are employed for compli-
cated situation in the expression matching, as follows.

1. If the emotional expression in the database is a
phrase, the phrase is adopted only when all words
of the phrase coincide with the text.

2. If two or more expressions are matched, the last
expression is adopted.

3. If a negative expression is found such as “not
(nai in Japanese) “ after the match, we reverse



the polarity. Note that the negative expressions
in Japanese succeed the modified word, e.g.,
“tanoshiku nai (happy not)” means unhappy.

4 Emotional Speech Synthesis

In this study, we use emotional speech synthesis based
on HMMs which are widely used in the various re-
search fields. The choice is mainly because of the
computation cost in speech synthesis. The computa-
tion cost of HMM-based speech synthesis is relatively
low compared to the other existing synthesis meth-
ods such as synthesis techniques based on unit selec-
tion (Hunt and Black, 1996) and deep neural networks
(Zen et al., 2013). The low computation cost is essen-
tial to achieve the spoken dialogue system with smooth
interaction between the system and users. In addition, a
variety of expressive speech synthesis techniques have
been proposed in the HMM-based speech synthesis
(Nose and Kobayashi, 2011), which will enrich the di-
alogue system also in the future work.

In the HMM-based speech synthesis, speech samples
are modeled by the sequences of context-dependent
phone HMMs. Phonetic and prosodic contextual fac-
tors are used for the context. In the model training,
the HMM parameters are tied using state-based con-
text clustering with decision trees for each acoustic fea-
tures, i.e., spectral, excitation, and duration features.
The HMMs are then optimized using the EM algo-
rithm. In this study, we adopted style-dependent mod-
eling (Yamagishi et al., 2005) for the emotional speech
synthesis. In the synthesis phase, the input text is
converted to a context-dependent label sequence us-
ing text analysis, and the corresponding HMMs are
concatenated to create a sentence HMM. Finally, the
speech parameters are generated from the sentence
HMM using speech parameter generation algorithm
(Tokuda et al., 1995), and a waveform is synthesized
using a vocoder.

5 Dialogue Experiment

We conducted a dialogue experiment using several sys-
tems to confirm and investigate the effect of emotional
speech synthesis on the non-task-oriented dialogue sys-
tem.

5.1 Experimental Procedure and Conditions

Ten subjects participated in the dialogue experiment
and evaluated the subjective quality of the system and
the dialogue. Each subject conducted a dialogue whose
topic was “ball game” twice. The duration was about
60 to 90 seconds in each dialogue. We constructed the
following four systems where different emotion label-
ing was adopted.

Baseline No emotion labeling (neutral)
System System-driven emotion labeling

User User-cooperative emotion labeling
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Figure 2: Average subjective scores of the participants
for non-task-oriented dialogue to the four systems.

Random Random emotion labeling

Participants sat on a chair in a soundproof room and
conducted a dialogue with an agent in a laptop PC.
The visual of the agent was 10 cm high and 4 cm
wide, and only lip-sync was implemented with no fa-
cial expressions and motions. After the dialogue, par-
ticipants were asked about 1) richness of the dialogue,
2) pleasantness of the dialogue, 3) human-likeliness of
the agent, 4) impression of the agent, 5) naturalness of
the response, and 6) interest in the response. The rating
score is 1 for the lowest and 5 for the highest.

For the emotional speech synthesis, we used emo-
tional speech data of a professional female narrator
who uttered 503 phonetically balanced Japanese sen-
tences with neutral, joyful, and sad emotional ex-
pressions. The other basic conditions of the train-
ing and synthesis were the same as the previous study
(Yamagishi et al., 2005).

5.2 Results and Discussions

Figure 2 shows the average scores of the subjective rat-
ing for the four systems. From the results, we first
found a clear increase of the overall scores in the cases
of using system-driven and user-cooperative emotion
labeling compared to the baseline (no emotions) and
random emotion labeling. This result indicates that the
use of appropriate emotions in the synthetic speech re-
sponse improves the subjective performance also for
the non-task-oriented dialogue system.

Next, we conducted one-way ANOVA for the four
systems, where emotion labeling methods was a factor.
We found significant differences at a 5% level for the
richness of the dialogue (p < 0.001), pleasantness of
the dialogue (p = 0.025), human-likeliness of the agent
(p = 0.005), and impression of the agent (p = 0.001).



Table 2: p-values of the multiple comparison test by
t-test with Bonferroni correction. The results with a

significant difference at 5% level are in a bold font.
Richness of the dialogue

System User Random
Baseline | <0.001 <0.001 <0.001
System >1.000 0.239
User >1.000
Pleasantness of the dialogue
System User Random
Baseline | 0.094 0.147 >1.000
System >1.000 0.224
User 0.335
Human likeliness of the agent
System User Random
Baseline | 0.006 0.050 0.951
System >1.000 0.298
User >1.000
Impression of the agent
System User Random
Baseline | 0.482 0.035 >1.000
System >1.000 0.057
User 0.002

From these results, we verified that the type of the emo-
tion labeling method actually affected the impression
of subjects to the agent and conversation. In contrast,
there are no significant differences in the naturalness of
the response (p = 0.242) and interest in the response
(p = 0.062) from the result of the one-way ANOVA.
We then conducted a multiple comparison test by ¢-test
with Bonferroni correction. Table 2 shows the p-values
of the test.

In the rating of the richness of the dialogue, the
three systems with emotions gave higher scores than
the baseline. This result indicates that the richness
is related to the variation of the emotions of the syn-
thetic speech responses. Although there is no signifi-
cant difference in the pleasantness of the dialogue, sev-
eral scores had the same tendency as the previous study
(Kase et al., 2015) in which the systems with the emo-
tion labeling based on emotion estimation gave higher
scores than the other systems. On the other hand, in
human-likeliness of the agent, the tendency was dif-
ferent from the result in (Kase et al., 2015), and the
system-driven labeling gave the highest score. A pos-
sible reason for this mismatch is that dialogue break-
down can occur in the non-task-oriented dialogue dif-
ferently from the scenario-based one. About the im-
pression of the agent, the user-cooperative system gave
a better score than the baseline and the random labeling
systems. Users tend to prefer the system that under-
stands the users’ emotional state and sympathizes with
them.

5.3 Prosodic Analysis of User Utterances

In the dialogue experiment, we recorded the user utter-
ances with 16 kHz sampling and 16 bit quantization.
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Figure 3: Mean values of the FO deviations in each ut-
terance for respective subjects, sl to s10, (except s9).

The utterances of one subject (s9) had a problem in
the recording, and hence we analyzed the 511 utter-
ances of nine subjects. In this study, we focused on the
fundamental frequency (FO) which is known to be the
most important speech parameter for emotional expres-
sion. FOs were extracted using the SWIPE algorithm
(Camacho, 2007) with 10-ms frame shift.

We calculated the deviations of FOs for the utter-
ances of respective subjects in each system. Figure 3
shows the mean values of the deviations for each sub-
ject. We conducted one-way ANOVA where the label-
ing method was a factor. Although we expected that
the emotional speech responses in a non-task-oriented
dialogue more affect the user utterances than that in the
scenario-based dialogue, there was no significant dif-
ference (p = 0.613) between the systems. One possi-
ble reason is that the naturalness of the system response
is still insufficient to draw out emotions of the users.

6 Conclusions

In this paper, we discussed the effect of emotional
speech synthesis on the non-task-oriented spoken dia-
logue system. We constructed dialogue systems with
system-driven and user-cooperative emotion labeling
and compared the subjective performance with the sys-
tems with no emotion and random emotion labeling.
Experimental results showed that the use of emotional
speech responses clearly improves the subjective scores
such as richness of the dialogue and impression of the
agent even when the dialogue is non-task-oriented. Im-
proving the performance of the emotion estimation us-
ing both system and user utterances is our future work.
The use of the acoustic information in the emotion es-
timation is also a remaining issue.
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