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Introduction
• MT metrics criticized for various reasons

(Babych and Hartley, 2004; Smith et al. 2014; Graham et al. 2015)

• Low BLEU != Bad MT (Callison-Burch et al. 2006)

• Higher BLEU -> Better MT (c.f. WMT, WAT, IWSLT, OpenMT)

BLEU: (Papineni et al. 2002)
• Precision based
• Weak recall penalty
• Disregards order

• Crude ngram weights

• Over-sensitive to
minor difference
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RIBES (Isozaki et al. 2014)
• Kendall Tau prior on unigram
• Overcomes reordering

• Adequacy not measured
• Correlates with BLEU (naturally)

System Setup + Results

• Organizers:
RIBES = 94.13 ; BLEU = 69.22 ; HUMAN = 0.0

• Ours :
RIBES = 95.15 ; BLEU = 85.23 ; HUMAN = -17.75 !!!

Note: This is ourUnicode2String submission for KO->JA patent subtask in WAT 2015; the other
results of other subtasks are presented in Tan and Bond (2014) and Tan et al. (2015)

Meta-Evaluation

Bubble Graph of Diff. Hypothesis - Baseline BLEU against RIBES for Positive HUMAN Scores

Bubble Graph of Diff. Hypothesis - Baseline BLEU against RIBES for Negative HUMAN Scores

Conclusion
• Higher BLEU/RIBES correlates with +ve

HUMAN, not -ve HUMAN
• Minor lexical diff. cause huge diff. in

BLEU ; RIBES mostly measures fluency
• Minor metric score diff. not reflecting

major translation inadequacy
• Higher BLEU != Better MT
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